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Bioengineering Design Process: Patterns That Lead To Quality Outcomes 
 

Abstract 

To improve design education, engineering instructors need to better understand how student 
teams navigate that process from concept to prototype. In this research, we examined the 
bioengineering design process and empirically modeled how engineering teams progressed from 
initial conception to prototype to determine the extent to which resultant design artifacts are a 
function of the process used.  To do this we collected data from 26 two-term senior capstone 
engineering projects. The data consisted of twice weekly reflections of the activities that student 
teams engaged in during their design process, as well as open-ended comments about their 
design progression.  This data was then collapsed into Dym’s model from which empirical 
associations were made between the various stages.  Coupled with the teams’ open-ended weekly 
reflections, we were able to identify educational patterns that potentially lead to higher or lower 
quality designs.  Based on their final artifact, teams were judged to be innovative or non-
innovative.  We found that differences exist between those teams innovative non-innovative 
teams.  This paper reports these findings.  
 
Introduction 

Innovation is highly important as competition between companies and countries continues to 
increase. The design process is at the heart of innovation; and according to Smith and Tjandra1, 
in order to improve design, one needs to understand it; and one possible way to achieve this is 
modeling the process. Hence, it is our assertion that increasing innovation begins with improving 
the design process and specifically understanding and improving engineering design education. 
 
The overall objective is to improve the effectiveness and innovativeness of design processes. In 
doing so, we have developed a conceptual model based on Dym’s model2 to investigate the 
relationships between the design activities conducted over time and their corresponding 
outcomes. Associations among the various design activities were then empirically analyzed; and 
from this we identified patterns of “good” and “poor” innovation in designs. 
 
Specifically, the following research questions have been investigated while developing this 
conceptual model. 
 
1. Do relationships exist between the various sequences of design activities and do these 

sequences relate to the innovation of the design outcome?  
2. Given that some design activities are crucial to the process, is there a relationship between 

when these “most important activities” occur and the innovation of the design outcome?  
3. Do exogenous factors affect the overall innovation of the design (i.e., mentor, advisor, prior 

internships, work experience, team contribution, etc.)? 
 
We addressed each of these questions utilizing data obtained from 26 bioengineering students at 
two institutions as they progressed from concept to working prototype for their senior capstone 
design projects. Through this research, we have identified potential patterns and factors that lead 
to innovation (as evaluated by their instructors) in senior bioengineering designs. 
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Overview of the Engineering Design Process Literature  

From the engineering education perspective, among the eleven learning outcomes enunciated by 
ABET, design is certainly one of the more complex outcomes.  The criterion states that 
graduating engineers should have acquired: “an ability to design a system, component, or process 
to meet desired needs within realistic constraints such as economic, environmental, social, 
political, ethical, health and safety, manufacturability, and sustainability” (ABET, Inc.3).  
 
McDonald et al.4 stated and others have reiterated that engineering educators are concerned about 
rapidly changing industrial environment and educators need to focus not only on teaching the 
fundamentals, but to develop team, communication, and leadership skills and provide a 
multidisciplinary perspective. To design a product, graduating engineers require a combination 
of science, mathematics and domain specific knowledge, experience, ability to work within 
constraints, assess trade-offs, and conform to the demands of the customer. Given these 
expectations, engineering design education has drawn substantial attention (Atman et al.5, 
Okudan and Mohammed6).  Although not specified by ABET, we conjecture that innovation also 
lies at the heart of good design. 
 
Because of its importance to engineering education, researchers have approached engineering 
design from different perspectives.  This background section provides a concise overview of the 
recent literature regarding the design process and its relationship to the resulting artifact or 
prototype.  This prior work has helped us to frame this research. 
 
Simon7 states that design is a central and distinguishing engineering activity. Okudan and 
Mohammed6 argue that design is a complex and inherently social process that is claimed to have 
a collectivist nature. Dym and Little2 emphasize the process of engineering design indicating that 
it is a constrained process.  
 
In analyzing the design process, a common approach is to divide design activities into sub-
activities. Many authors (Ha and Porteus8, Krishnan, Eppinger and Whitney9) state that a source 
of difficulty in analyzing a design process is its dependency on the information about the design 
activities and the fact that these activities often occur in cycles or iterations. Such complexity 
requires successful design management. 
 
Yassine, Falkenburg, and Chelst10 identified four steps to manage the design process: (1) 
modeling the information and dependency structure of the design process, (2) providing a design 
plan showing the order of execution for the design activities, (3) reducing the risk and magnitude 
of iteration between design activities, and (4) exploring opportunities to reduce the project cycle 
time. In this study, we have delineated the order of execution for the design activities for both 
innovative and non-innovative teams.  
 
Moreover, we investigated the relation between the design process and the outcome. The impact 
of the design process on project outcomes has also been investigated by several researchers, 
including Costa and Sobek11. The focus of this literature is primary to reduce the time of the 
design process. For modeling the design process, Krishnan, Eppinger and Whitney9 created a 
model to minimize the expected duration of the product development time. Moreover, Ha and 
Porteus8 modeled the design process in order show the benefits of using concurrent engineering 
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(i.e., shortening product development times).  However, to date, none of the researchers have 
mentioned improving innovation. 
 
The extent of most design studies in engineering education remains limited to the analysis of 
relatively short term (e.g., a few hours or a few days) design projects. For example, Atman et al.5 
studied the comparison of freshman and senior engineering design processes for short (roughly 
three hour) projects and analyzed the students’ documentation protocols. Unfortunately, the 
design process is complex and often longer than a few hours or days; and hence analyses 
addressing the complexity of the process are required. In this research, we consider a two-term 
project from idea conception to working prototype to model the complexity of the process. 
 
In our research, we have concentrated on the underlying factors in the process of design that 
potentially influence innovation. At present, much of the research has center around factors that 
influence successful design; such as appropriate design selection (Diaz12, Georgiopoulos13), 
actors that lead to the failure of new designs (Wagner and Durr14), and the importance of good 
design (Macmillan15). Unfortunately, there has been little literature on determining important 
“factors” such as mentors, appropriate classes, work experience, etc. that influence engineering 
students’ design; and to date, very little work has focused on the process variables and factors 
that potentially influence innovation. This work attempts to investigate such influencers.   
 
Data Collection 

 

We collected data from both senior bioengineering students in their capstone courses, as well as 
data about their final prototypes from the faculty instructors. Further, we collected information 
from experts and practitioners in bioengineering design as input to this study. 
 
1. Data Collection From Students 

 
We collected data from bioengineering students’ senior capstone projects during the 2007-08 and 
2008-09 academic years. For this research, we had 26 teams from two institutions that 
participated in our study. The teams varied from three to five students.  For their participation; 
students were paid a small amount to participate.  
 
Each student from each team took a web-based reflection survey twice per week, which asked 
them to indicate the activities they worked on over the past few days. Specifically, on Tuesdays, 
students would receive an email to take a design stage reflection survey and were provided a 
URL link, as shown in Figure 1. The screen provided the four main stages of the product 
realization process (Stage 1 - Opportunity Identification, Stage 2 – Design and Development, 
Stage 3 – Testing and Preproduction, Stage 4 – Introduction and Production). The student 
selected the stage that he/she believed that the team was working on. If the student had not 
worked on their capstone project since the last email, he/she could select “I have not worked on 
the design”. Within each stage, the student could select up to three activities they worked on 
since the last reflection. The entire set of activities was determined by Golish, Besterfield-Sacre, 
and Shuman16 and are based on the literature and input from design experts. Upon review and 
revision by the capstone instructors, the final set used by the students contained 89 activities.  
Note that the students were trained in the meaning of each activity and were provided a 
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definition list for easy reference. On Fridays, the students again received an email to participate 
in the reflection to record their design activities since Tuesday. In addition, they were provided 
with two open-ended questions (see Figure 2). The first question related to how the team was 
progressing. The second question asked students if they had any “ah-ha moments”.  

 

Figure 1: Tuesday Survey 

Students completed these reflection surveys twice per week from the beginning of their capstone 

project to the end the project (there were multiple terms for each institution). In all, there were 48 

check points for students from institution #1, and 45 check points for students at institution #2. 

Additionally, at the end of the year, students were asked to write an essay describing their bio-

engineering concentration, courses they took, internships/work experience they had, as well as 

the people that influence their design (i.e., mentors, instructors, employers, teammates, etc.).  

These responses were then coded into two primary categories: “helpful in the design prototype”, 

and/or “made the design particularly innovative.”   

From the twice weekly reflections, we were able to capture quantitative data on which activity 
each member of the team did, as well as qualitative data about how the team was progressing and 
if there were any particularly innovative moments for the team. These qualitative responses of 
team members were combined to create case studies or the teams’ “stories.”  These stories were 
then used to verify the quantitative analyses that resulted.  
 P
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Figure 2: Friday Survey 

 
2. Data Collection From Experts and Faculty 

Although each of the designs was graded according to the instructors’ course criteria, both 
institutions also rated the projects using a common scale consisting of five criteria: technical 
performance and standards, documentation, innovation, working prototype, overall impact (on 
the market or to the client). Each criterion also contained sub-criteria. The sub-criteria were 
determined according to criteria found in the literature and the instructors’ collective and agreed 
upon input. The rating values ranged from “1” (poor) to “5” (excellent).   For this paper, we 
considered innovative teams as having a score of 4” or “5” on the rating scale; and conversely, 
non-innovative teams had scores of “1” or “2”.  In all, we had eight innovative teams and eight 
non-innovative teams for our observations of the 26 teams. 

In addition to the instructors’ ratings of each of the 26 projects, ten experts from academia and 
industry versed in biomedical design were asked to evaluate and rate the importance and 
criticality of the activities used in the design and product development process. The activities 
were then ranked according to the average importance scores. The 12 highest ranked activities 
were selected, followed by three additional activities, of which their standard deviation was less 
than the overall average standard deviation. This resulted in 15 “most important activities” (see 
Table 1). 
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Table 1: Most Important Activities 

1 Customer Needs Analysis and Feedback 
2 Brainstorming 
3 Analysis, Evaluation and Reporting of Test Data 
4  Alpha/In-house Testing 
5 Prototype Testing 
6 Design Review(s)  
7 Design/Prototype Review(s) 
8 Product Design Selection from Multiple Alternatives  
9  Reliability Testing, Test to Failure, Limit Testing 
10 Test Method Definition 
11 Customer Feedback Evaluation 
12 Refine Tests and Models  
13 Documentation of Design Work 
14 Modeling, Simulation and Optimization of Design 
15 Optimization of Design 

 

Data Analysis  

Engineering design and product realization is multifaceted. The teams of students that completed 
the twice weekly reflections had the opportunity to select from a variety of activities that 
encompassed the entire design and product realization process.  Hence, we needed a more 
simplified version of the design process to collapse the many activities students used.  For this 
we turned to Dym and Little2 who had analyzed the engineering design process under six 
primary categories, and identified feedbacks and iterations among these activities (see Figure 3). 
The arrows indicate the sequence among steps. Dym and Little2 noted that they were not 
presenting a recipe for completing a design; but rather, they were describing the design process. 

 

Students completed these reflection surveys twice per week from the beginning of their capstone 

project to the end the project (there were multiple terms for each institution). In all, there were 48 

check points for students from institution #1, and 45 check points for students at institution #2. 

Additionally, at the end of the year, students were asked to write an essay describing their bio-

engineering concentration, courses they took, internships/work experience they had, as well as 

the people that influence their design (i.e., mentors, instructors, employers, teammates, etc.).  

These responses were then coded into two primary categories: “helpful in the design prototype”, 

and/or “made the design particularly innovative.”   

From the twice weekly reflections, we were able to capture quantitative data on which activity 
each member of the team did, as well as qualitative data about how the team was progressing and 
if there were any particularly innovative moments for the team. These qualitative responses of 
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team members were combined to create case studies or the teams’ “stories.”  These stories were 
then used to verify the quantitative analyses that resulted.  

 

Figure 3: Feedback and Iteration in the Design Process 

Problem definition phase consists of clarifying objectives, establishing user requirements, 
identifying constraints, and establishing design functions. Conceptual design includes 
establishing design specification and generating design alternatives. Modeling, analyzing, testing 
and evaluating conceptual designs constitute preliminary design. Refining and optimizing the 
chosen design compose detailed design. Design communication phase comprises documenting 
the completed design.   

In addition, we added marketing and management categories to Dym’s five-stage prescriptive 
model as many of the product realization activities incorporate aspects of marketing and 
management. As we focused on not only design but also product realization, marketing aspects 
became essential. For example, defining the market and its growth potential, determination of 
product cost, determination of target customer and market can be considered as part of the 
engineering design process. Furthermore, management aspects were crucial since the projects 
were carried out by teams. Interestingly, Dym and Little2 had explained the importance of 
marketing and management in their book, but did not include these two categories in their core 
five-stage, prescriptive model. 

Utilizing a team of faculty and graduate students, the activities were collapsed into the various 
categories.  Note that some particular activities could belong to more than one category 
depending on when they occurred in the process.   

For this paper, two data analysis techniques were employed: (1) association mining analysis and 
(2) stepwise regression. In association mining analysis the data relationships between each stage 
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are examined for each team. This results in two types of probabilities for the various stages of 
Dym’s model:  Support and Confidence.  Support is the probability that two distinct categories 
appear consecutively throughout the design process; and confidence is the conditional probability 
that a particular category occurs after a given category. We calculated support and confidence 
measures among the eight main categories for each of the 26 teams. Based on the confidence 
measure, denoted by p, we classified the relationships among the categories as either weak (0.3≤ 
p≤ 0.5), moderate (0.5< p ≤ 0.75), or strong (0.75 < p). Relationship less than 0.3 wer not 
considered. Once completed for each team, association maps were drawn (See Figure 4 in the 
next section). Table 2 is an example of how support and confidence probabilities are calculated 
for our data.  
 

Table 2: Support and Confidence Example 

 

 
As an example, “Conceptual Design” appeared twice after “Problem Definition”, and “Problem 
Definition” appeared 14 times during the timeline for this particular team. So, the confidence 
probability is found by 2/14. Since the probability is less than 0.3, it is not considered in the map.  
Stepwise regression analysis was conducted to measure the significance of the “most important 
activities” to the final product ratings for innovation (our dependent variable).   

Responses in the final, more comprehensive survey were entered and analyzed in NVivo, a 
qualitative data analysis software. Utilizing a coded framework we developed, NVivo translated 
the qualitative responses to quantitative data.  These two data pieces provided the independent 
variables to our regression. 
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The results are presented according to our three research questions posed at the beginning of the 
paper.   

Research Question 1:  Do relationships exist between the various sequences of design activities 

and do these sequences relate to the innovation of the design outcome? 

For this question, we utilize the results of our association mining analysis (see Table 2 in the 
prior section).  

Two examples of an association map are provided in Figure 4; one belonging to an innovative 
team and the other to a non-innovative team. The thick dark arrows indicate strong relationships 
(0.75<p). The bold arrows mean the relationship is moderate (0.5< p ≤ 0.75), and the thin arrows 
mean the relationship is weak (0.3 ≤ p≤ 0.5). The arrow showing the strongest relationship in the 
map is labeled with its probability. In addition, the arrow direction indicates the direction of 
causality. 

Several observations were found comparing teams with high innovation scores to those teams 
with low innovation scores. For the innovative teams, most of the strong relations occurred at 
and after preliminary design; whereas for the non-innovative teams, most of the strong 
relationships occurred at and prior to the preliminary design stage.  

 

Figure 4: An Example of Two Association Design Processes (High Innovation Score on Left 

vs. Low Innovation Score on Right) 

Second, for teams with high innovation scores, there was no specific concentration around a 
particular category – rather the associations are spread across the entire process. On the other 
hand, for non-innovative teams, the association arrows concentrate primarily around preliminary 
design. Third, for the innovative teams, most of the associations flow in the expected forward 
direction of the design process of teams; however, several of the associations flow in the 
opposite or backwards direction for non-innovative teams (e.g., conceptual design to problem 
definition).  Fourth, in the non-innovative projects, there are many strong associations from 
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“review” activity to other categories; however, these “review” of associations are not as common 
for the innovative teams. 

Our “stories” for each of the teams helped to confirm these observations.  According to these 
stories, innovative teams often talked about their progress both positive and negative; however, 
non-innovative teams spent much time complaining about other team members. Members of the 
innovative teams appeared to be problem solvers, whereas members of the non-innovative 
projects spent much time “realizing what the problem is” instead of trying to solve it. Moreover, 
the innovative projects had time to revise their designs, but non-innovative teams in general 
could only finish their first prototype prior to the deadline. Furthermore, when the innovative 
teams realized their progress was moving slowly, they tried to resolve the issues; this was not the 
case with non-innovative teams as they continued to complain about being slowed when they 
faced stressful critical problems (e.g., changing materials in the middle of the semester, failing in 
their prototype, changing the design, etc.). 

Research Question 2:  Given that some design activities are crucial to the process, is there a 

relationship between when these “most important activities” occur and the innovation of the 

design outcome?  

 
To address this question we used stepwise regression to identify the important activities (as 
identified by our bioengineering design experts) that contributed to innovation. For this, we 
considered when a category occurs (i.e., time) as essential to innovation as the frequency of the 
category occurring. To define the time of an activity, we divided the project timeline according 
to Özaltın, Besterfield-Sacre, Shuman17. There were three main project phases: early phase, mid-
phase, and late phase, and two transition periods with five check points (2.5 weeks) between 
consecutive phases. Early, mid, and late phases had 13, 12, and 13 check points, respectively. 
However, since there was a difference in the number of check points from year to year (i.e., the 
two institutions participating has different calendars – one institution was on semesters and the 
other was on quarters – thus the total number of weeks were slightly different); and as a result, 
the timelines were normalized to make the data consistent across the academic years.   

To keep or remove variables in the stepwise regression models, we used a significance level of α 
= 0.15 as there were only 16 teams or records (eight innovative and eight non-innovative). To 
eliminate a potential “institution” effect, we added a dummy variable to identify the school. 
Table 3 provides the results of the regression models for each time phase. No regression models 
were found for the mid- and late phases. However, relationships were found for the early phase.  
The early phase model explains 29% of the overall variation in the data.  This may not appear to 
be a strong model; however, considering the nature of the qualitative-social data and the 
relatively low sample size, the significant variables are noteworthy. Three important activities 
were found to be significant for innovation in the early phase: “Documentation of Design Work”, 
“Modeling, Simulation and Optimization of Design”, and “Design/Prototype Reviews”. The first 
variable contributed to 8.1%, the second contributed to 11.95% of the total variation, and had 
positive effects on innovation. In other words, the innovative teams utilize “Documentation of 
Design Work” and “Modeling, Simulation and Optimization of Design” activities more than 
non-innovative teams in early phase of the timeline. The “Design/Prototype Reviews” variable 
contributed to 9.1% of the total variation, but had an adverse effect on innovation. This seems 
counter-intuitive; however from our association maps, teams with low innovation scores had 
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many associations between review and the design process, particularly early in the design 
process.  This may indicate that the teams were insecure with their design thoughts and 
constantly needed verification from mentors and the instructor in the early phase. 

Table 3: Regression of the Most Important Variables  

 

 

“Refine Tests and Models” and “Brainstorming” were significant variables in the first transition 
phase. This model explains 21.6% of the variability. The first activity contributed to 11%, and 
the second variable contributed to 10.6% of the total variation. 

In the second transition phase, one variable was found to be significant: “Documentation of 

Design Work”. This variable explains 11.6% of the variation.  

Research Question 3: Do exogenous factors affect the overall innovation of the design (i.e., 

mentor, advisor, prior internships, work experience, team contribution, etc.)? 
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For this research question, we again employed stepwise regression.  Table 4 shows the linear 
regression results of the final survey. In this model, “Ability for Working in a Group”, “Work 
Experience”, and “Mentor” had a positive and significant effect on the innovation score. On the 
other hand, the effect of “Bioengineering Courses” is negative. In other words, the students 
believed that their ability for working in a group, work experience, and their mentor were helpful 
for their design, but bioengineering courses were surprisingly not helpful. Note that there was no 
school effect, meaning that this was consistent across the two institutions. The model explains 
71.2% of the variability in the data.  Furthermore, the overall p-value is 0.001. 
 

Table 4: Results of Final Survey Analysis 

 

 
Summary and Discussion 

 

Design in engineering education is an involved process for both students and faculty. There are 
many activities that can potentially affect the progress of the project as well as the quality of the 
final product. In our work we took both a qualitative and quantitative perspective to begin to 
analyze our rich data set to identify areas that potentially impact innovation. We used data from 
bioengineering student capstone design projects, so our design approach and findings are limited 
to this field; however, our findings might be the same if applied to other engineering fields.  
 
We identified relationships between the various sequences of design activities and the outcome.  
Strong relationships took place at and after preliminary design for innovative teams, whereas 
they appeared at and prior to preliminary design for non-innovative teams. We observed that the 
non-innovative teams usually had problems in problem definition and conceptual design steps. 
Therefore their preliminary designs were problematic, and they had to spend more time at and 
prior to the preliminary design step.  
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On the other hand, progression of the innovative teams was smoother, and they were able to 
focus on detailed design. We observed that the innovative teams usually finished their prototype 
one or two weeks before deadline, whereas, the non-innovative teams were still working on their 
prototype up to the project deadline. 

In addition, the associations in innovative teams were spread across the entire process, and there 
was not a concentration around a particular stage. On the other hand, for the non-innovative 
teams, the associations were concentrated primarily around preliminary design step and there 
were many strong associations from review to other categories. This might indicate that the non-
innovative teams had problems in the preliminary design step. Also, since their process was 
problematic, they needed the additional check/review to fix problems; so many strong 
associations appeared from review to other categories. We note that strong associations did 
appeared from review to other activities for some of the innovative teams, too; however, the 
frequency of occurrences was substantially lower compared to non-innovative teams.  

The associations of non-innovative teams often flowed in the opposite or in a backwards 
direction than expected. For innovative teams, the majority of the associations flowed in the 
expected forward direction of the design process. This again indicates that the non-innovative 
teams had problems, as they had to go back and fixed their problems.  

In general there was not a significant relationship between the time and the frequency of the 
“most important activities” and the innovation score of the design outcome for the middle and 
late phases – only in the early phase and transition periods. In the early phase, the 
“Design/Prototype review(s)” activity had a negative effect on the outcome meaning that non-
innovative teams utilized this activity more than innovative teams.  Again, verifying that they 
experienced problems in the beginning of the design. 
 
Finally, from the third research question, we found that “Ability for Working in a Group”, 
“Work Experience”, “Mentor”, and “Bioengineering Courses” affected the overall innovation of 
the design. The first three variables had positive effects; and the fourth one had a negative effect. 
The educators shall consider these variables, and focus on improving students’ ability to work in 
a group. Moreover, the students believe that work experience helped them; in other words, they 
had an opportunity to apply the theory at work. By considering this finding, the curriculums 
might investigate ways to allow students apply their theoretical knowledge prior to their capstone 
experience. Mentors helped teams be more innovative. We conjecture two possible explanations: 
(1) students were more capable of articulating their questions to mentors, which resulted in 
mentor’s ability to help, and/or (2) non-innovative team’s problems were so serious, mentors’ 
help was insufficient. It is also interesting that the innovative team members believe that their 
bioengineering courses were not “practical,” as some students mentioned. Note, one explanation 
for this overriding comment from students was that one of the institution’s program is oriented 
for students going on to graduate school rather than working in companies where design 
experiences may be more prevalent. 
 
In summary, in facilitating capstone design engineering educators should recognize that the early 
stages of the design process are critical for innovation.  Innovative teams move forward the 
process, utilize review a “proper” amount, and draw upon their work experiences and mentor’s 
expertise in creating their designs.   
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