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A Study of the Effects of Timing on Engineering Students’ 

Abilities to Solve Open-ended Problems with Computers 
 

 

Abstract 

 

This paper presents the design and preliminary results of an exploratory research project to 

determine the best ways to introduce computer algebra and symbolic manipulation software into 

the early undergraduate mechanical engineering curriculum.  This paper discusses one 

component of the exploratory project that focuses specifically on how the timing of introducing 

MathCAD affects student attitudes and performance in a sophomore-level numerical methods 

course at the University of South Carolina.  An experiment was conducted in the Fall semester of 

2006 with a class of sixty students.  The class was divided into two groups that received 

differentiated instruction at four times during the semester.  The experimental group completed a 

computer assignment before going to lecture; the control group heard the lecture and then 

completed the computer assignment.  Qualitative data was collected on each group by three 

participant observers who followed the students daily, and also through focus groups and 

interviews conducted by the authors.  Quantitative data included student performance on the 

computer assignments, subsequent quizzes and other graded assignments.  A preliminary 

analysis of the qualitative and quantitative data suggests that the students in the experimental 

group were less happy, but tended to perform better on some assignments, than those in the 

control group.   

 

Background 

 

Considerable research has been conducted on students’ attitudes and abilities related to 

computers
1-7

, and on the use of computers as supplements or extensions to more traditional 

teaching modes
8-13

.  Some research has also been conducted on the role of the computer in 

developing student problem solving skills
14-18

.  However, the authors are aware of only one study 

that deals specifically with the effect of how timing the introduction of a computer tool affects 

learning.  Apkan
19 

compared computer simulation of dissection of frog with actual dissection and 

reported that a simulation used before dissection led to better achievement performance than a 

simulation used after dissection.  The research related in this paper contributes to our 

understanding of how timing the introduction of the computer as a solution tool affects student 

performance.   

 

The context for this study is a numerical methods course for mechanical engineers at the 

University of South Carolina.  This particular course involves extensive use of the software 

program MathCAD.  The application of MathCAD software is of interest to many in the 

engineering education community.   For example, the use of MathCAD is reported in over three 

hundred papers in the Annual Conference Proceedings of the American Society of Engineering 

Education between 1996 and 2006.  In most cases, MathCAD is used as a course enhancement:  

students solve problems with the software after they have learned the theory, methodology, or 

concept being taught.  This approach has been traditionally followed in our numerical methods 

course, also.  However, in the Fall semester of 2006, an exploratory research project was 

initiated to investigate alternative approaches. 
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The Numerical Methods Course   

 

This research is conducted in the context of EMCH 201 - Numerical Methods, a three-credit 

required sophomore-level course for mechanical engineers.  EMCH 201 is an introduction and 

application of numerical methods to the solution of physical and engineering problems. 

Techniques include iterative solution techniques, methods of solving systems of equations, and 

numerical integration and differentiation.  Topics covered include: 

‚ Background and Numerical Methods:  Significant figures, accuracy versus precision, 

error, round-off error, truncation error, Taylor series. 

‚ Linear Algebra: Systems of equations, vectors, matrices, rank, determinant, matrix 

algebra and decomposition.  

‚ MathCAD:  Fundamentals, help screens, variables, range variables, graphing, insertion, 

deletion, functions, units, programming. 

‚ Systems of Linear Equations: Applications of constrained systems. 

‚ Roots of Equations:  Graphical, bisection, Newton-Raphson, applications, optimization. 

‚ Programming Constructs: Do/For loops, conditional statements, MathCAD programming. 

‚ Curve Fitting and Interpolation:  Linear regression, general least squares, power law and 

exponential applications, linear interpolation, quadratic and spline interpolations. 

‚ Numerical Integration and Differentiation:  Trapezoidal rule, Simpson’s rule, finite 

difference schemes. 

Student performance is evaluated by homework, written quizzes and exams, computer-lab 

worksheets and a computational project.  Attendance at the two weekly 75 minute class sessions 

is not mandatory. 
 

Research Design 

 

The research reported here is part of a NSF funded, exploratory research project from the 

Course, Curriculum, and Laboratory Improvement Program (CCLI). The broad objective is to 

determine the best ways to introduce computer algebra and symbolic manipulation software into 

the early undergraduate mechanical engineering curriculum, specifically numerical analysis. This 

project aims to improve student computing abilities by moving students away from ‘cookbook’ 

approaches and finding ways to develop creative problem solvers. This will allow students to 

develop skills that will enable them to deal with more complex problems as engineers in the 

workplace.  The NSF project’s research questions are:  

1. What computer experiences do students have when they enter college-level engineering 

class? 

2. In what ways does varying the timing of the introduction of computer techniques affect 

students’ expectations and creative use of these methods? 

3. In what kinds of problems does the computer specifically enhance understanding?  In 

what kinds of problems does the computer act as an obstacle to understanding? 

4. How can we emphasize the importance of setting up problems for computer-aided 

solutions instead of emphasizing the results of the process?  

 

In the Fall 2006 semester, a sixty-student class of EMCH 201 was divided into two sections in 

order to investigate research question 2 (the effect of timing).  Originally, all students signed up 

for a single section.  One of the authors then obtained each student’s GPA, credit hours earned, 
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Calculus grades and demographic data.  Based on this information, two sections were created.  

The class list was sorted by GPA and grade in Calculus I in decreasing order, and every-other 

student was assigned to section 1 or 2, accordingly.  The GPA of one transient student was 

unknown.  The distribution of students by grade in Calculus I included eleven students with 

advanced placement (AP) credit and ten with no grade available to the authors, due to their status 

as transfer students.  As shown in Figure 1, each section had similar groups of students in terms 

of their previous academic achievement and background. 
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Figure 1. The distribution of grade point average (GPA) and grade in Calculus I for the two 

sections of EMCH 201 were similar. 

 

 

Both sections were taught by the same professor and evaluated with the same methods.  For most 

of the semester, both sections were taught at the same time in a sixty-person classroom.  

However, the two sections received differentiated instruction at four times during the semester.   

During each of these four weeks, the topics covered were: 

1. Linear Systems 

2. Non-linear Equations 

3. Programming 

4. Curve Fitting 

For each of these topics, section 2 completed a computer assignment before going to lecture; the 

section 1 heard the lecture and then completed the computer assignment.  Section 1 is therefore 

considered as the control group because MathCAD use has traditionally followed lecture in 

EMCH 201. Section 2 is considered the experimental group. 

 

Details of the Differentiated Instruction 

 

The four topics taught using differentiated instruction each had the same main components: 

lecture, computer assignment, an in-class quiz, and a test. Upon beginning a new topic, section 1 

was initially presented with chalkboard lectures followed by in-class examples. In the next class 

period, the topic continued with a larger scale problem that could be implemented in a computer-

based worksheet. For section 2, a new topic was initially introduced graphically on the computer 

and illustrated as a problem in the worksheet. The computer-based worksheet was followed by a 

lecture in the next class period, which explained the processes going on behind the scenes of the 

computer program. In the third class period, both sections attended together and took a short in-

class quiz. The topic culminated with a test taken in class by both sections. 

P
age 12.130.4



For example, during the topic of “Non-linear Equations” students in section 1 are introduced to 

the material through theory, equations and example problems. Students in section 2 are 

introduced to the topic graphically as a root-finding problem. In the computer-based worksheets, 

roots are defined graphically and built in root-finding packages are explained. Non-linear 

equations are then introduced in the context of root-finding. The MathCAD Worksheet for this 

topic is included as Appendix A. The text shown in italics are questions posed to the students, 

the highlighted portions of the worksheet represent the solutions that the student should provide. 

 

 

Research Methods 

 

A mixed-methods research data collection plan was used.  Two graduate students and an 

independent professor were used as participant-observers who sat-in on every class or computer 

session.  They keep class-by-class records of the students’ classroom questions and reactions, as 

well as their own impressions of the student class experiences and responses to instructional 

choices. The participant observers also keep records of the computer lab experiences, noting 

student questions, student-instructor interaction, teamwork, and responses to assignments. 

Student skills are also assessed through analysis of computer-based worksheets, written and 

computer based homework assignments, a final project, quizzes, and written tests.  Separate 

focus groups conducted mid-semester allowed students in both groups to voice their opinions 

regarding how having the lecture prior to or after the computer-based worksheets affects student 

understanding.  Exit interviews were also conducted at the conclusion of the course after the final 

exam.  Learning styles of the students were assessed using the Felder-Silverman Index of 

Learning Styles
20

. 

 

Research Results 

 

A preliminary analysis has been performed on the data collected by the participant observers, 

during the mid-semester focus groups, and with grades on student assignments.  The participant 

observers’ field notes indicate that the students in Section 2, which performed the computer lab 

worksheet before receiving instructions in lecture, were more likely to pay attention during the 

subsequent lecture and asked better questions of the instructor.  Students in section 1, the control 

group, were more likely to passively take notes during lecture. 

 

An assessment of the focus group recordings indicates that the students in section 2 were not 

happy.  They expressed a much higher level of frustration with the computer exercises than the 

students in section 1.  The students in section 2 felt as if they were wasting time in the computer 

lab because they did not understand why they were doing the worksheet.  Almost all of the 

students in section 2 wished that they were in a more traditional learning environment.  Very few 

students in section 1 expressed a desire to be in the experimental environment.  The perception 

of students in section 2 was that their grades were lower than the students’ grades in section 1. 

 

However, Table 1 below shows preliminary results of student performance based on average 

grades for various course components. It can be noted that section 2, performed significantly 

better than section 1 on worksheets, quizzes and the project.   The implication is that when the 

students in section 2 were forced to struggle in the computer lab before receiving instructions in 
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the lecture, they learned better.  Further analysis of the data, including the effects of student 

learning styles on individual performance, will shed additional light on this statement. 

Table 1: Average Grades 

 Section 1 

Lecture First 

Section 2 

Computer First 

Worksheet Average 78% 89% 

Quiz Average 59% 66% 

Homework Average 87% 88% 

Test Average 71% 74% 

Project 88% 95% 

Final Exam 67% 72% 

 

 

Concluding Remarks 

 

This research project explores how engineering students learn to solve problems with computers.  

Preliminary qualitative and quantitative data suggests that the students in the experimental group 

were less happy, but tended to perform better on some assignments, than those in the control 

group.  The results are promising and suggest that future study is merited, particularly through 

analysis of the learning styles, grades, and classroom participation of individual students in the 

courses.  These descriptive findings can provide a basis for making changes to the course to 

improve students’ ability to learn numerical methods. 
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Appendix A: WorkSheet #2 Root Finding

ORIGIN 1:=

 Type ORIGIN:= 1 at the above this text box. This will tell Mathcad to start

counting elements of vectors and matrices with 1 rather than 0.

GRAPHICAL DEFINITION OF A ROOT

Roots are where functions cross the x-axis (where y = 0. The easiest way to locate a root of an equation of one variable

is to graph it. This means that if we write the formula as F(X) = 0 we are looking for the value of X that makes this true.

All root finding problems can be written as F(X) = 0

 Define and Graph the following functions on separate graphs. Make sure that the domain (range of x values) and range

(range of y values)  show where each cross the x-axis. 

I suggest selecting the cross axis style for root finding, it puts the axis at zero. 

a. f(x) = cos(x), show the first positive root.

b. g(x) = 3x-5

c. h(x) = cos(x)-x

f x( ) cos x( ):=

g x( ) 3 x⋅ 5−:=

h x( ) cos x( ) x−:=

10 0 10

1

1

f x( )

x

10 0 10

50

50

g x( )

x

10 0 10

20

10

10

h x( )

x
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BUILT IN PACKAGES TO ROOT FIND

 MathCad has one called roots. This takes as its arguments (input) the function that you want to find the root of and

an initial guess. This means that you might have to graph it or try a few values to get in the neighborhood.

root 

ff x( ) e
x−

x−:= Define the function

0 2

ff x( )

0

x 0.567143,

x .66:= Initial Guess

a root ff x( ) x,( ):=

Solve 

a 0.567143=

ff a( ) 0=
Check 

Solve for the root of the following equations, graph each one to determine an initial guess, check the accuracy of

each one by plugging back into the equation.

a. v(t) = cos(t)-t

b. w(t) = 

2000 ln
150000

150000 2700 t⋅+

ÃÄ
Å

ÔÕ
Ö

⋅ 9.8 t⋅− 750− , 

v t( ) cos t( ) t−:= w t( ) 2000 ln
150000

150000 2700 t⋅+

ÃÄ
Å

ÔÕ
Ö

⋅ 9.8 t⋅− 750−:=

0 0.5 1

1

1

v t( )

t

20 10
w t( )

t
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t1 0.739:= t2 14.5−:=

root v t1( ) t1,( ) 0.739085= root w t2( ) t2,( ) 14.550991−=

v 0.739085( ) 0= w 14.550991−( ) 0.000028−=

WHEN DOES ROOT-FINDING COME UP?

Root finding can be a straight question of where a function crosses the x axis. In general this is only a problem when

the function is non-linear.

But most non-linear equations can also be rewritten as a root finding problem.

If you put any equation into the form F(X) = 0 it becomes a root-finding problem and you can use the programs above.

For example the equations written below on the left are rewritten as root-finding problems on the right.

 NON-LINEAR EQUATIONS

cos x( ) x=

e
x

1− x=

F
R T⋅

v b−

a

v v b+( )⋅ T⋅

−=  ( the only unknown is

v)

 General root-finding form

cos x( ) x− 0=

e
x

1− x− 0=

F
R T⋅

v b−
−

a

v v b+( )⋅ T⋅

− 0=

 INTERSECTIONS 

Root finding can arise when you want to know where two curves intersect, 

y1 = cos(x) and y2 = x translates into y1 = y2 or cos(x) - x = 0. Find the 

intersection of these two lines; plot the two curves and the intersection

point hh x( ) cos x( ) x−:=

0 1 2 3

1

1

cos zz( )

zz

cos .739085( )

zz zz, 0.739085,

x1 .5:=

root hh x1( ) x1,( ) 0.739085=
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or when you want to know

where a function has a maximum or minimum, BECAUSE
functions have an optimum or extremum where their derivative is zero!!

Plot the following function:

OR OPTIMIZATION 

ff z( ) 4 z⋅ 1.8 z
2

⋅− 1.2 z
3

⋅+ 0.3 z
4

⋅−:=

5 0 5

10

10

ff zz( )

zz

We want to find where the derivative of f(x) is zero so find the derivative

gg z( ) 4 3.6 z⋅− 3.6 z
2

⋅+ 1.2 z
3

⋅−:=

5 0 5

10

10

ff zz( )

gg zz( )

0

ff 2.326352( )

zz zz, 2.326352, 2.326352,

Where the derivative has its root, is where the

function has a maximum.

Find the root, and plot the root and the maximum

x2 2:=

root gg x2( ) x2,( ) 2.326352=
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