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Building Course-Specific Regression-Based Models
to Identify At-Risk Students

Abstract

The first step in helping students who may fail a course is to identify them as early in the
semester as possible. Predictive modeling techniques can be used to create an early warning
system which predicts students’ success in courses and informs both the instructor and the
students of their performance. One common problem with existing early warning systems is that
they typically employ a general model that cannot address the complexity of all courses. In this
study, we built three models to identify at-risk students in a specific large first-year engineering
course at three important times of the semester according to the academic calendar. Then the
models were optimized for identifying at-risk students. The models were able to identify 79% of
at-risk students at week 2, 90% at week 4, and 98% at week 9. This high accuracy illustrates the
value of creating course specific prediction models instead of generic ones.

Introduction

Despite numerous efforts to improve students’ retention and success over the past 30 years,
retention rates remain the same'. According to the National Collegiate Retention and Persistence
to Degree Rates report in 2012, the first to second year retention rate for undergraduate students
was 66.5%”. While this rate is higher for four-year institutes (~71%) than for two-year institutes
(~55%)*, low retention rates reveal a serious problem in higher education. Almost one third of
students leave college after experiencing their first year. This trend more or less continues through
the next years of school - only 45% of students who enter college graduate after 5 years”.
Graduation rates for students in the fields of Science, Technology, Engineering, and Mathematics
(STEM) are even lower than the general rates.

Over the past decade, the use of course or learning management systems (CMS/LMS) in higher
education has increased’. As a result, higher education institutes have extensive databases that
store many aspects of students’ performance. Instead of relying only on experience or anecdotal
evidence, another way to enhance students’ success is to analyze students’ performance data®’.
The results of such analyses can help instructors understand what leads to a student passing or
failing a course.

To help students’ who may fail a course, it is crucial to identify them as early in the semester as
possible. Prediction of success can help the course instructor to identify at-risk students and help
them to be successful in the course. In an attempt to predict students’ grades early in the semester,
some instructors use course syllabi grading criteria and apply it to the available performance
information in order to calculate an early grade for students. This method may only be useful
closer to the end of semester when the majority of performance information is available and it
may be extremely inaccurate at the beginning of the semester. Using such inaccurate methods at
the beginning of semester can result in wrong predictions and lead to mistrust of students in the
predictions.
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With the use of predictive modeling techniques, it is possible to better predict students’ success in
a course”™. A predictive model can be used as an early warning system, which predicts students’
success in courses and informs both the instructor and the students of their performance. Use of an
early warning system in a course, along with guidelines on how to succeed in the course, can

increase students’ success in the course’ .

One common problem with early warning systems, which are currently being used, is that they
typically employ a general model that cannot address the complexity of all courses. Course
Signals'? is a pioneer early warning system that is currently being used at Purdue University.
Course Signals uses the same model for all courses across campus. The Course Signals’
predication model was originally created based on campus-wide data that included more than 600
different courses in 75 departments and nine colleges, without differentiating different courses,
departments, or even colleges. The Student Success System (S3) is another early warning system
that uses predictive modeling'®. S3 uses an ensemble approach including four prediction models.
However, these four models are the same model for different courses.

While this one-model-fits-all approach is cost effective for higher education institutes, it lowers
the accuracy of the model. Over the past decade, more instructors are trying to add more complex
learning objectives and using active learning strategies rather than solely lecturing. The new
pedagogies are usually implemented along with new assessment methods that do not fit the
traditional homework and exam framework. Thus, the assessed components can vary largely from
one course to another. Therefore, using one model for different courses can significantly reduce
the accuracy of the model. Creating predictive models at the specific course level increases the
accuracy of the model'".

A second shortcoming of current early warning systems is the assumption that students’ success
during the semester can be predicted with only one model without taking into account time of the
semester' "'?. As the performance information becomes available each week during the semester,
students’ success should be predicted more accurately. Because the information changes during
the semester, different models may need to be built based on the availability of new information
to predict students’ success each week of the semester. It is expected that closer to the end of the
semester, the models converge to the course syllabus grading criteria. In other words, because the
final grade is calculated by a (typically linear) combination of course components based on the
syllabus, the model at the end of the semester should be very close to the course syllabus grading
criteria. However, earlier in the semester, the model may differ significantly from the syllabus
grading criteria.

Research Questions

In this study, we built three models to predict students’ success in a course at three critical times
of the semester using academic factors (i.e., grades during the semester). Then, we evaluated and
improved the accuracy of the predictions to identify the students who may fail the course. In
addition, we identified course components that are important for students’ success in the course.
These models are used as a proof of concept to showcase and move toward course-specific
prediction models rather than the existing generic ones. The research questions are:

* To what extend does accuracy of prediction of students’ success in a course change across

the weeks during the semester based on available performance information?
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¢ What are the most important course components (e.g., homework, quiz, project, exam)
that link to student success?

Methods
Participants and Settings

Participants are the approximately 3400 first-year engineering (FYE) students at a large mid-
western university who enrolled in a required 2-credit FYE course in Spring 2011 and 2012. In
this course students learn engineering fundamentals, oral and graphical communication, logical
thinking, team work, how to construct engineering solutions to open-ended problems, and how to
use engineering tools such as Excel and MATLAB".

This FYE course is a good example to showcase how to create and use a predictive model for a
course. This course has a large number of students (about 1700 every Spring semester). It also
uses several different assessment components (e.g., quizzes, homeworks, project milestones,
exams) and most are collected on a weekly basis. Thus, it has a large number of new student
performance data each week. As a result, the prediction model and its accuracy will change every
week based on newly available information.

Data and Analysis Plan

We used the course performance data (i.e. course grades) from Spring 2011 (about 1700 students)
as the training data, to build and refine the models, and then tested the models with Spring 2012
data (about 1700 students). The performance data were selected according to the course syllabus.
The data include grades on weekly attendance, homework, and quizzes, as well as exams (Table
I). Project milestones, open-ended problem solving activities, and team evaluations were only
available at week 9 in one of the semesters. Thus they were not included in this study.
The university academic calendar has three important dates for students who may want to drop a
course:

*  Beginning of week 3: last day to drop a course without it appearing on record.

*  Beginning of week 5: last day to withdraw from a course with a grade of W (withdraw).

*  Beginning of week 10: last day to withdraw a course with a grade of W or WF (withdraw
fail).

We created three predictive models, one for week 2, week 4, and week 9. For each of these three
weeks, we created the model using logistic regression and data from Spring 2011. Then, we
refined the system to keep only the most significant factors and minimize the complexity of the
system. Finally, we tested the refined model on the Spring 2012 dataset, which had not been used
to create the model (test data). The test showed how the model predicts future unseen data.
Logistic regression is a reliable predicting method that is commonly used in educational
settings'*"'®. In addition, by using logistic regression, it is possible to explain which course
components are significant predictors of students’ success and to what extent.

Most engineering programs have a minimum requirement of maintaining a C or better GPA to
stay in the program. In addition, to accept a course as a transfer course, students should receive a
C or better in the course. Thus, in this research, similar to other studies'', success (passing) is
defined as getting at least a C grade.
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TABLE I. NUMBER OF GRADES THAT WERE AVAILABLE

Assessment Week 2 | Week 4 Week 9
Component

Attendance | 4 8 18
Homework | 2 4 9
Quiz 4 8 18
Exam 0 0 1
Project 0 0 0*
Open-ended *
Problems 0 0 ’
Team *
Evaluations 0 0 °

"At week 9, number of available grades was different for Spring 2011 and Spring 2012. Thus, in
thus study they were not included in the predictive model.

For each week, we used the academic information available in that week to create a model. For
each syllabus component, we calculated a percentage score based on the average of that
component so far. For example at week 4 of the semester, we only used the data points (e.g.,
attendance, quizzes, homeworks) that were available and created one percentage score for
attendance, one for homework, and one for quiz. Then, based on these percentage scores, we
created the week 4 model. Finally, we used the week 4 model to predict students’ success at the
end of the semester and calculated the accuracy and error rate of the predictions. To calculate the
accuracy of each model, the number of correct predictions was divided by the total number of
predictions (i.e., students).

Because the goal of this study is to identify at-risk students, we also calculated and optimized the
false negative (type II) error. To calculate the accuracy of identifying at-risk students, the number
of at-risk students that were identified correctly by the model was divided to the total number of
at-risk students. By optimizing the models, we minimized the number of students who may fail
the course but will not be identified by the model. This slightly increased the false positive (type
I) error or the number of students who may pass the course but will be identified as potentially
failing. Although in general the accuracy of the model is important, it is crucial to identify as
many potentially at-risk students as possible.

Results

Week 2 Model

At the end of week 2, students may decide to drop the course without it appearing on their
records. At this week, only homework, quiz grades and attendance records were available. A
logistic regression model was created based on Spring 2011 data to predict success (i.e., receiving
a grade of A, B, or C) or failure (i.e., receiving a grade of D or F) in the course. The results are
shown in Table II. In this model, only quiz and homework grades were significant predictors of
success. Thus attendance was removed from the model. The final model for week 2 is reported in
Table III and equation (1):

Ln(p/1-p) = (4.06) *homework + (2.73)*quiz -2.23 (1)
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where p is probability of a student passing the course based on two weeks of homework and quiz
grades.

Homework contributed 20% and quiz 10% in the final grade. The relative importance of quiz to
homework in the equation (1) is slightly more than the syllabus percentages for the quiz and
homework. Thus quiz has slightly more effect than its syllabus weight.

Based on the final regression model for week 2 (Table III), probabilities of Spring 2012 students’
passing the course were calculated using data from only the first two weeks of class. The outcome
of the regressions equation (1) is the probability of a student passing the course. The probability
threshold for passing the course was originally set to 0.5 and the number of correct predictions
was calculated. In other words if the probability p was 0.5 or more it was predicted that the
student pass the course, and if p was less than 0.5 it was predicted that the student do not pass the
course. The overall accuracy of the predictions was 93%. Because in this study our primary
concern was students who may fail the course, accuracy of predictions for students who failed the
course was also calculated. While the model had good performance overall, the accuracy of
identifying at-risk students was only 24% (Table IV).

Reviewing the cases in which the model made wrong predictions revealed that the model was too
optimistic in its predictions. In other words, most of the error in the system was false negative and
the model failed to identify the at-risk students. One solution to reduce the error of identifying at-
risk students was to raise the probability threshold for passing the course. In Spring 2011, 8% of
students failed the course and 92% passed the course. Thus the new probability threshold was set
to 0.92 instead of the original probability of 0.5. This increase in the threshold resulted in
improving the accuracy of identifying at-risk students to 79%, however, it decreased the overall
accuracy of the system to 77% (Table IV).

TABLE II. PRELIMINARY PREDICTIVE MODEL FOR WEEK 2

Homework | Quiz Attendance
p <0.001 <0.001 0.058
Estimate | 3.85 2.42 1.34

TABLE III. FINAL PREDICTIVE MODEL FOR WEEK 2
Homework | Quiz Attendance
p <0.001 <0.001 | ---—--
Estimate | 4.06 273 | -

TABLE IV. ACCURACY OF WEEK 2 PREDICTIONS

Model Threshold Overall At-risk
students

Original | 0.5 93% 24%

Modified | 0.92 77% 79%
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Week 4 Model

At week 4, students may withdraw from the course with a W grade. At this week, similar to week
2, only homework grades, quiz grades, and attendance records were available. A logistic
regression model was created based on Spring 2011 data to predict success in the course. In this
model, all three available course components were significant predictors of success. The model
for week 4 is illustrated in Table V and equation (2):

Ln(p/1-p) = (7.46) *homework + (3.37) *quiz + (4.66) *attendance — 9.30 (2)
where p is probability of a student passing the course based on four weeks of attendance records
and homework and quiz grades.

Although the attendance percentage in the syllabus is only 5%, it has more effect in equation (2)
than the quiz with 10% share in the final grade. Thus attendance is more important in success of
students in the course than its weight in the syllabus.

Based on the final regression model for week 4 (Table V), probabilities of Spring 2012 students’
passing the course were calculated using only the first four weeks of data. The probability
threshold for passing the course was originally set to 0.5 and the number of correct predictions

was calculated. The overall accuracy of the predictions was 94% and for at-risk students was 52%
(Table VI).

TABLE V. PREDICTIVE MODEL FOR WEEK 4

Homework | Quiz Attendance
p <0.001 <0.001 <0.001
Estimate | 7.46 3.37 4.66
TABLE VI. ACCURACY FOR WEEK 4 PREDICTIONS
Model Threshold | Overall At-risk
students
Original | 0.5 94% 52%
Modified | 0.92 81% 90%

Similar to week 2, the model was too optimistic in its predictions. Thus, the threshold was
changed from 0.5 to 0.92 to enhance the accuracy of the model for at-risk students. The increase
in the threshold resulted in improving the accuracy of identifying at-risk students to 90%,
however, it decreased the overall accuracy of the system to 81%.

Week 9 Model

Week 9 is the last chance for students to withdraw from a course with a W or WF grade. At week
9, in addition to homework and quiz grades and attendance records, the first midterm exam grades
were also available. In Spring 2011, team evaluations and open-ended problem solving activity
and project’s grades were also available at week 9. However, since these grades were not
available at this week in Spring 2012, we did not include these grades in the model. A logistic
regression model was created based on the Spring 2011 data to predict success in the course. The
results are shown in Table VII. In this model, exam, homework, and attendance grades were
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significant predictors of success. Thus, quiz grades was removed from the model. The final model
for week 9 is illustrated in Table VIII and equation (3):

Ln(p/1-p) = (11.08) *exam + (10.90) *homework + (11.30)*attendance - 22.05 (3)
where p is probability of a student passing the course based on exam grade and nine weeks of
attendance records and homework grades.

In equation (3), exam, homework, and attendance have coefficients very close to each other.
However, in the syllabus, exam weight is 30% of the final grade, homework is 20%, and
attendance is only 5%.

Based on the final regression model for week 9 (Table VIII), probability of Spring 2012 students’
passing the course was calculated using the first nine weeks of data. The probability threshold for
passing the course was originally set to 0.5 and the number of correct predictions was calculated.
The overall accuracy of the predictions was 95% and for at-risk students was 83% (Table 1X).
Similar to previous weeks, though to a lesser extent, the model was optimistic in its predictions.
Again, the threshold was changed from 0.5 to 0.92 to enhance accuracy of the model for at-risk
students. The increase in the threshold resulted in improving the accuracy of identifying at-risk
students to 98%. However, it decreased the overall accuracy of the system to 87%.

TABLE VII. PRELIMINARY PREDICTIVE MODEL FOR WEEK 9

Exam | Homework | Quiz Attendance
p <0.001 | <0.001 0.039 <0.001
Estimate | 10.23 10.76 2.78 10.50

TABLE VIII. FINAL PREDICTIVE MODEL FOR WEEK 9

Exam | Homework | Quiz Attendance
p <0.001 |<0.001 | --—-- <0.001
Estimate | 11.08 1090 | ---—-- 11.30

TABLE IX. ACCURACY OF WEEK 9 PREDICTIONS

Model Threshold | Overall At-risk
students

Original | 0.5 95% 83%

Modified | 0.92 87% 98%

Discussion

In this study, we created course performance prediction models for weeks 2, 4, and 9 of the
semester. The primary focus of the prediction models was to identify at-risk students at critical
weeks of the semester. These predictions can help students, advisors, and instructors in decision-
making.

The results show that the estimated models (i.e., regression equations), as expected, are not
similar to the syllabus weights. Especially attendance is more important in determining whether a
student pass the course or not than its syllabus weight. Thus instructors cannot solely rely on their
syllabus formula to calculate students’ grades during the semester.
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Fig. 1 summarizes the accuracy of the predictions for the three weeks. Changing the probability
threshold from the default 0.5 to 0.92, which was the passing student percentage for the course in
Spring 2011, significantly improved the accuracy of the models for at-risk students. However, it
slightly decreased the overall accuracy of the model. This resulted in the identification of more at-
risk students but increased false positive error.

The enhancing week 2 model could identify more than two-thirds of at-risk students based on
only homework and quiz grades. While this is very promising for course-specific predictions
models, it raises concerns about how the instructors can change students’ behaviors in a course.
Predicting more than two-thirds of failures at week 2 illustrates that these students, despite all
instructors’ efforts during the semester, never improved their educational behavior in the course.
Identifying these students early in the semester and providing personalized feedback to them
might be one way to help these students.
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Fig. 1. Accuracy of predictive models

At week 4, the enhanced model could identify 90% of at-risk students, while the overall accuracy
was 81%. As it was expected, the accuracy of the model increased at week 9 and 98% of at-risk
students were identified. These results show a high accuracy in predicting students who may fail a
course with course specific models.

Unlike most prediction models, our model is customized to one specific course. Creating a model
for a specific course allows for taking into account the complexity of the course. Therefore, it is
more likely to have high predictive power compared to generic prediction models that use the
same model for different courses across disciplines.

This study can be a first step in customizing prediction models. Although the model that is being
built is specific for one course, the recommendations for how to build the model, how to take into
account the complexity of the course, and how to calculate the accuracy for different weeks can
be reused by other courses. It is important to remember that to achieve high accuracy and
effectiveness in predictions, each course prediction model should be created separately using the
course data.

Limitations
The described prediction method gives better results (i.e., accuracy) in large classrooms. For

classes with a small number of students, which the instructor is more likely to know the students
on a personal level, other methods might be preferred. In addition, the prediction models were
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created only for three critical weeks in the semester. To enable instructors to identify at-risk
students at any time of the semester, a separate prediction model for each week or a model that
can predict students’ success at any time of the semester should be created. In addition, the
models were created based on data for only one semester. Increasing the size of the data set used
to create the model by adding more semesters may increase the accuracy of the models.

Future work

The next step is to compare different prediction methods to create a high accuracy model that can
identify at-risk students at any given week of the semester. In addition, increasing the datasets to
more than one semester may increase the accuracy of the models.
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