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A benchmarking study of clustering techniques applied to a set 
of features of MOOC participants 

 
 
Abstract 
Massive Open Online Courses (MOOC) format is characterized by the great diversity of 
enrolled people. Moreover, the lack of prior knowledge of their profiles constitutes an 
important barrier with a view to identifying and getting a better understanding of underlying 
relationships in the internal structure of the features that make up the profile of the 
participants in those courses. This paper has the aim of identifying and analyzing the feasible 
set of MOOC participants' profiles by running two unsupervised clustering techniques, K-
Means as a partitional clustering algorithm and Kohonen’s Self-Organizing Maps (SOMs), 
hereinafter SOM, as a representative technique of Artificial Neural Networks (ANNs). 
 
The selected dataset for this paper comes from the MOOCKnowledge project data collection, 
which provides an opportunity to work with real-world data from hundreds of people. K-
Means and SOM algorithms are performed with a subset of participants' features as input 
data. The clustering evaluation, meanwhile, is achieved with a selection of indices, an intra-
cluster measure and an overall quality criterion for K-Means, and two measures related to 
topological ordering for SOM. 
 
The comparison of internal structure of both clustering (set of profiles) shows that there are 
similarities between them on the one hand and some pinpointed differences that can not be 
evaluated in advance without the opinion of an expert familiarized with the specifications of 
the MOOC on the other. 
 
Therefore, this comparison can not be considered conclusive until after a preliminary study of 
the results of the clustering interpretation for both algorithms. Finally, although it is not 
determined the clustering that best fits between K-Means and SOM, this study might help to 
provide a methodological guide on how to identify and select the appropriate clustering 
according to several quality criteria. 
 
Key Words 
MOOC profiles, K-Means, Kohonen’s Self-Organizing Maps, SOM, cluster analysis, 
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Introduction 
This paper has the final purpose of dealing with a comparative study of two different 
clustering approaches (K-Means and SOM) on a selected set of participants’ features of a 
MOOC in the scope of the personal development. With this study, clustering could be 
discovered as a useful exploratory technique for identifying and analyzing MOOC 
participants' profiles, a format characterized by the great diversity of enrolled people. The 
heterogeneity of the population has its origin in different personal and professional 
backgrounds, a range of knowledge levels very large, dissimilar motivations and goals, as 
well as many other different issues that make more challenging a clustering of MOOC 
participants. 
 
Clustering and patterns recognition is a technique applied in many disciplines, such as 
customer segmentation in marketing, medicine or engineering. In the field of MOOC format, 
the understanding of participants' behavior and their degree of engagement with resources are 



examples of recognition of patterns. However, the knowledge of participants' profiles is rather 
limited and is just confined to a description of participants' features and their percentage of 
presence in the courses. Definitely, and according to Liyanagunawardena1, the lack of 
information about MOOC participants for sure represents an open line of research. 
 
Clustering technique in this study is performed by running K-Means and SOM with a subset 
of variables collected from a survey with the aim of grouping the participants of a MOOC in a 
cohesive way. Participant’s features include gender, date of birth, educational level, 
employment status, previous MOOC experience, the goals setting process and the role of 
interaction in their learning process. The paper addresses two aspects, firstly the clustering 
evaluation by applying quality criteria of both K-Means and SOMs algorithms and, secondly, 
their further interpretation in order to identify underlying relationships in the internal structure 
of features that make up the participants' profiles. The evaluation of K-Means clustering is 
performed with an internal validity criterion and a mixed measure. Similarly, SOM is carried 
out with the value of the estimated topographical accuracy and the average distortion 
measure. The clustering interpretation facilitates the identification of underlying relationships 
in the internal structure of participants' features that may help designers and other policy-
makers to reach a deeper understanding of the diversity of participants' profiles. 
 
The paper is structured as follows. Firstly it is briefly described Open Education movement 
and introduced the MOOCKnowledge project. Next, K-Means and SOM techniques are 
proposed, followed by a comparison of both approaches. Afterwards a description of KDD-
based methodology is detailed, which also includes the stages of evaluation and interpretation 
clustering. Finally, this paper presents the most relevant preliminary conclusions of the 
comparison of internal structure of both K-Means and SOM clustering and possible lines of 
future work are discussed. 
 
Open Education movement 
The Declaration of Paris on Open Educational Resources (OER) recommends promoting the 
knowledge and using of open and flexible education from a lifelong learning perspective2, 
which for the Lisbon European Council represents a basic component of European social 
model in order to build a more inclusive, tolerant and democratic society3. In the same way, 
OpenCourseWare (OCW) program initiative represents one step further, since it is focused on 
the inclusion of OERs in educational activities4. MOOC alternative also provides an excellent 
opportunity to access to Open Education scenario to a great number of people from any place 
in the world, a phenomenon that attracts once again the attention of scientific and educational 
community through OERs. The desire of learning without demographic, geographical and 
socioeconomic constraints leads to identify a diversity of profiles that considers, in addition to 
these set of specific features that characterize potential participants, their intentions, needs, 
motivations and goals, among others. All these features play an important role in the new 
educational trends, belong or not to formal education, and have the support of the European 
institutions3. 
 
MOOC participants' perspective, and specifically the set of their profiles, has little 
prominence in research on MOOC format. MOOCKnowledge project, an initiative of the 
European Commission’s Institute of Prospective Technological Studies (IPTS), aims to 
establish large-scale cross-provider data collection on European MOOCs to cover partially the 
participants' underrepresentation from their perspective, where the diversity of the participants 
and the variety of their profiles represent a relevant issue5. 
 



Clustering techniques 
The data size is increased day by day and researchers are overwhelmed with mountains of 
data somewhat disconcerting when are viewed as a whole. A wide range of data processing 
techniques, including clustering, have been developed with the purpose of a more meaningful 
data management and a subsequent process by making sense of them. Clustering is an 
example of unsupervised learning which aims to find natural partitions into groups6, an 
automatic grouping of coherent data subsets without the help of a response variable. 
 
This paper is focused on two clustering techniques, K-Means and its four methods (Lloyd7, 
Forgy8, MacQueen9, Hartigan-Wong10) as a partitional clustering algorithm and Kohonen’s 
Self-Organizing Maps (SOMs) as a representative technique of Artificial Neural Networks 
(ANNs). 
 
Clustering could be discovered as a useful exploratory technique for identifying and 
analyzing MOOC participants' profiles, a format characterized by the great diversity of 
enrolled people that come from different personal and professional backgrounds, have a range 
of knowledge levels very large, with dissimilar motivations and goals, as well as many other 
heterogeneous issues that make more challenging the clustering process of MOOC 
participants. The identification of underlying relationships in this internal structure of 
participants' features might help designers to identify the trully defining features that impact 
in a decisive way on MOOC design. 
 
In almost every disciplines clustering is showed as a representative technique by exploring the 
features of data collections. Some common applications are market segmentation in order to 
offer a better service to customers, analysis of social networks by grouping their users, or 
fields such as spatial data analysis, image processing, medical analysis, economics, 
bioinformatics oder biometrics, and so on6. In the field of MOOC format, it is highlighted 
some clustering applications such as the recognition of patterns by grouping features of 
MOOC participants in order to have a better understanding of their behavior11,12,13 or the 
identification of engagement patterns in videos and assessment14. 
 
SOMs are applied to different fields such as census data15, purchase transactions of a 
company15, customer segmentation profiles16,15, language recognition with the study of 
specific patterns from bilingual speakers17, classification of species, and many other 
disciplines including medicine, biology, image classification, speech recognition, computer 
science, insurance, among others18,19. 
 
K-Means algorithm 
K-Means is a partition-based clustering algorithm that takes as input parameters a set S of 
entities and an integer K (number of clusters), and outputs a partition of S into subsets S1,...,Sk 
according to the similarity of their attributes20. Although there are several different variations 
and optimizations of K-Means algorithm21, this paper is focused on its four methods (Lloyd, 
Forgy, MacQueen and Hartigan-Wong). 
 
The estimation of the number of clusters in a data collection represents a tricky process for 
partitional algorithms as K-Means22 and the way of choosing K parameter is often a 
somewhat misleading process. In order to take that decision, diverse methods are available 
such as the most common ones, by hand and the elbow method, or even the proposed by 
Hartigan. 
 



The iterative implementation of K-Means pursues to maximize the distances between clusters 
(inter-cluster distance) and minimize the total distance between the group's members and their 
centroids (intra-cluster distance). In other words, the resulting K groups are expected to have 
great similarity within each group but little similarity (dissimilarity) across groups19. 
 
Self-Organizing Maps (SOMs) 
The Self-Organizing Maps technique, developed by Teuvo Kohonen in 1982, is a type of 
Artificial Neural Network (ANN) model, called Kohonen Neural Network, and is inspired by 
a kind of biological neural network23. From a philosophical perspective, it could be 
highlighted that ANNs might seem the brain, and imitate its innate ability to build topological 
maps from external information. 
 
SOM is performed to identify, classify and extract features of high-dimensional data24. This 
network architecture (Figure 1) considers on the one hand a neurons’ learning network and on 
the other the training vectors (input layer) of dimension n. The elements of these two layers 
are fully connected and the training set is mapped into a two-dimensional lattice. SOM is 
implemented iteratively so that different areas of the lattice have similar reactions to certain 
input layer and finally input similarities25 are extracted and represented as the end point of the 
process24,16. 
 

	
Figure 1 A schematic representation of a Self-Organizing Map26 

Comparison of K-Means and SOM algorithms 
There are no very full conclusions in comparative research of SOM and K-Means approaches. 
Some authors affirm that the performance of K-Means outperforms SOM27, whereas others 
state exactly the opposite21. It is also possible to find studies where both algorithms 
outperform equally well28. It is important to highlight that all of them are addressed with 
different both quality measures and datasets. 
 
A collection of studies focused on comparison between K-Means and SOM algorithms have 
been detailed such as applications in the scope of image segmentation19 or atmospheric 
circulation classification with very similar results between both approaches24. 
 
Methodology 
The methodological proposal is based on Knowledge Discovery in Databases (KDD) system, 
whose workflow is shown in Figure 2. Firstly, the study goals were set with the support of the 
problem analysis, the MOOC selection, as well as the software tool used. Then the 
preparation of data (data cleaning stage) was focused on outliers and missing data. The 



standardization, identification and processing of the types of variables were also addressed. 
Afterwards K-Means and SOM algorithms were performed, and the evaluation of quality 
clustering hereafter was carried out by applying quality criteria within both algorithms. 
Finally, the data-driven discovery stage29,30 was represented by the comparison between the 
set of clusters for both K-Means and SOM techniques. 
 

	
Figure 2 A methodological approach based on Knowledge Discovery 

 in Databases (KDD) system	

Problem analysis 
MOOCKnowledge project has the purpose of building a large scale data collection that 
provides information related to profiles, experiences and behaviors of (European) MOOCs 
participants from an European perspective, as well as analyzing the Open Education impact of 
participants' subgroups such as those with a specific cultural background5. The implemented 
online multilingual survey, comprised by a pre- and post-questionnaire, was expected to 
reflect the high level of heterogeneity of MOOC participants' profiles, although for this paper 
it was only selected the survey of an isolated course. 
 
Data selection 
This diversity of MOOC participants represents an opportunity of applying K-Means and 
SOM clustering algorithms with real-world data from hundreds, even thousands of people. 
The selected data sample for this paper came from MOOCKnowledge data collection, a 
MOOC in the field of personal development that was offered by a Spanish higher education 
institution and provided by MiriadaX in the autumn of 2014. The number of enrolled 
population was about 10,000 and the number of fully filled out pre-questionnaires was 715. 
According to response rate, the amount of participants that accessed voluntary to the survey 
was 13% and it was completed by 7%. 
 
This data sample was made up of the following participants' features: 
• demographics (gender, age) 
• Human Development Index (HDI), a summary measure in key dimensions (life 

expectancy, education, income) of human development31 with four levels (very high, high, 
medium, low), 



• educational level (pre-primary education, primary education or first stage of basic 
education, low secondary or second stage of basic education, (upper) secondary education, 
post-secondary non-tertiary education, first stage of tertiary education, second stage of 
tertiary education), 

• employment status (employed for wages, self-employed, out of work and looking for 
work, out of work but not currently looking for employment, student, militay, retired, 
unable to work), 

• previous experience in MOOC format, 
• setting of participants' goals regarding their enrollment in a MOOC (establishment of 

standards for assignments, establishment of short- and long-term goals, maintenance of 
high standards in learning, management of temporal planification, confidence in the work 
quality assurance), 

• importance, from a participants' perspective, of the three types of interaction (learner-
learner, learner-instructor, learner-content) identified by Michael Moore32. 

 
Materials 
The interface used is RStudio Version 0.99.491 licenced under the terms of version 3 of the 
GNU Affero General Public License. Furthermore, R 3.2.3 GUI 1.66 Mavericks build (7060), 
part of the Free Software Foundation’s GNU Project, is the selected environment for 
performing this study. 
 
Data cleaning 
The dataset for this study was a reflection of real-world data, so in order to a successful KDD, 
it was needed an arduous effort in the data cleaning process. Data cleaning seeks an unified 
logical view of databases with issues such as encouraging a single naming convention or 
provision of strategies for data handling such as outliers or missing data30. This stage included 
to deal with extrem outliers and in order to reduce their impact, they adopted a new value (the 
statistical average) because of clustering analysis is very sensitive to their presence. Most of 
the fields of a set of records were empty. They were finally rejected in order to perform a 
more consistent data exploitation. 
 
Preprocessing 
Standardization of variables aims to provide a common value range so that all the features of 
the data sample have the same impact on the clustering process, so it is recommended the 
standardization of data sample variables before starting the clustering process. This study had 
mixed type data (continuous and categorical) and, consequently, standardization stage was 
performed. The technique chosen was to replace categorical data with binary data and apply 
the Z-score standardization method for continuous data. On that point, data sample was ready 
for a clustering analysis. 
 
The size of the data sample was an important issue. Jain et al. considered a small size a 
collection with fewer than 200 objects or individuals22. Therefore, and according to Jain et al., 
the resulting 657 records after cleaning and pre-processing stages should not be initially 
considered a sample of small size. 
 
Data Mining (clustering) 
The number of iterations running K-Means for each method was 120 times and SOM was 
iteratively performed 480 times. It is emphasized that the choice of K-Means method and the 
number of clusters (K) was made on the basis of clustering quality criteria. 
 



Data Mining and next two stages, clustering evaluation and clustering interpretation, 
complemented each other. The workflow, before extracting useful knowledge from 
underlying data structure, went forward and back as often as it was needed. 
 
Clustering evaluation 
The evaluation of a clustering, in other words, the evaluation of the quality of the resulting 
clusters, faces a significant barrier. And besides, it is not a simple task to find an algorithm-
independent quality measure20. 
 
In this study it was applied an internal validity criterion (intra-cluster measure) and a mixed 
measure (the average Silhouette width) in order to evaluate the quality of K-Means clustering. 
As is showed in Figure 3 and Figure 4, the minimization of the intra-cluster measure always 
involves the maximization of inter-cluster measure. In short, as clustering quality declines, 
intra-cluster measures tend to increase while inter-cluster measures have the opposite trend33. 
The second measure used to evaluate the clustering was a mixed measure, a combination of 
inter- and intra-cluster measures, named Silhouette width index, whose average reflects the 
overall quality of the result of clustering20. Average Silhouette width can be used as a single 
index for the clustering’s quality in order to reflect the compactness and separation of the 
clusters33. 
 

	
Figure 3 Evolution of the intra-cluster measure by running K-Means with its four methods 

 



	
Figure 4 Evolution of the inter-cluster measure by running K-Means with its four methods 

 
The chosen K-Means clustering was the one with the minimum intra-cluster value 
(5553,208), which matched with Hartigan-Wong's method and K=4 (Figure 3). The clustering 
candidate had a value close to zero (0,09) for the second quality criterion, average Silhouette 
width, which revealed it could not be ensured that all participants were properly grouped (a 
value close to 0 in a range value between -1 and 1). Thus, a high value for this index 
represents a desirable scenario of clusters number34. 
 
The estimated topographical accuracy and the average distortion measure, which should be 
minimized and maximized respectively, were the two selected quality measures to evaluate 
the resulting SOM clustering. Both indicators were referred to what degree the topology 
reflected the relationships in input data (sample data). SOM lattice is highlighted by its 
topological ordering, whose relations intend to be preserved by mapping process, in such a 
way that two very similar high-dimensional entities should also have a similar position in a 
two-dimensional space18. The chosen SOM clustering was the one with the minimum 
estimated topographical accuracy (38,136) and the maximum average distortion measure 
(0,98). In order to maintain a parallelism between both algorithms, the number of clusters for 
SOM implementation was also of K=4. 
 
These statistics evaluated clusters without any previous knowledge related to MOOC 
participants' features and as result it could be chosen the local (sub)-optimal clustering and 
afterwards extracted the meaningful information about MOOC participants. 
 
Interpretation of clustering 
Measure criteria of the previous stage were focused on data themselves and clusters were 
evaluated without prior knowledge of MOOC participants. This stage, clustering 



interpretation, was the process that made possible the ultimate goal of KDD system, the 
extraction of unknown knowledge and useful information from a subset of variables from the 
MOOC pre-questionnaire. According to Brachman & Anand30, this is an extremely difficult 
task from a technical perspective and, moreover, the lack of information about the optimal 
structure clustering constitutes a significant obstacle 20. 
 
Results and Discussions 
Due to the heterogeneity of MOOC participants' profiles, there was no prior knowledge about 
their number within the specific MOOC of this study. The application of unsupervised 
clustering techniques allowed the selection of the best of all resulting clustering from both 
algorithms with the help of the established quality criteria. These two sets of clusters showed 
to what extent every feature contributed to the internal structure for the identified MOOC 
participants' profiles by running K-Means with the method Hartigang-Wong and SOM. 
 
An overview into the different profiles evince significant similarities between K-Means and 
SOM approaches in the number of participants, as is shown in Table 1. However, it would be 
necessary a deeper analysis of the features that comprises the different clusters in order to 
verify this first impression. 
 

Number of participants Profile1 Profile2 Profile3 Profile4 
K-Means 105 277 48 227 
SOM 42 278 120 217 

Table 1 Number of participants per profile 

One of the strengths of SOM is to encourage the visualisation of unknown relationships into 
topological representations. This study also exploits the advantage that provides SOM in 
order to show a circular heatmap of the resulting clustering with a differentiation through 
colours of the four numbered profiles detailed in Table 1 (Figure 5). 
 

	
Figure 5 Visualisation of resulting SOM clustering35 

The demographic information (age and gender) and the MOOC experience of participants are 
shown in Table 2 and Table 3, respectively. The ages of participants varied over a fairly 
similar range for the clusters of both approaches. The weights of gender belonged to women 
and it was noteworthy their greater presence except in S_Profile4, where the majority were 
men. Finally, regarding the MOOC experience of participants, only a profile, K_Profile3, had 



an unexplainable weight at first sight. It might seem that its participants had taken a 
significant number of MOOCs although, of course, an in-depth analysis should be required. 
 

Features K_Profile1 K_Profile2 K_Profile3 K_Profile4 
Age 38 49 40 28 
Gender (Female) 0,638 0,635 0,604 0,722 
MOOC experience 5 5 24 8 

Table 2 Demographics and MOOC experience of participants for K-Means clustering 

 
Features S_Profile1 S_Profile2 S_Profile3 S_Profile4 
Age 37 39 42 22 
Gender (Female) 0,738 0,669 0,658 0,387 
MOOC experience 8 5 6 6 

Table 3 Demographics and MOOC experience of participants for SOM clustering 

The feature identified as Human Development Index (HDI) had similar weights for both 
techniques, although it seemed that in SOM could prevail slightly higher weights. However, 
the weights reflected that the countries of residence of most participants were those with a 
high- or medium-HDI indexes. HDI weights are shown in Table 4 and Table 5. 
 

Feature K_Profile1 K_Profile2 K_Profile3 K_Profile4 
HDI_very high 0,133 0,076 0,063 0,097 
HDI_high 0,486 0,801 0,563 0,599 
HDI_medium 0,333 0,108 0,333 0,278 
HDI_low 0,048 0,014 0,042 0,026 

Table 4 HDI of participants’ countries of residence for K-Means 

 
Feature S_Profile1 S_Profile2 S_Profile3 S_Profile4 

HDI_very high 0,095 0,097 0,100 0,000 
HDI_high 0,714 0,637 0,700 0,396 
HDI_medium 0,167 0,237 0,167 0,147 
HDI_low 0,024 0,029 0,033 0,009 

Table 5 HDI of participants’ countries of residence for SOM 

Among the items for the educational level of a participant, the only one with a predominant 
weight was second stage of tertiary education for both clustering, with a major weight for all 
profiles except for one on SOM clustering. The weights of participants' educational level 
values are shown in Table 6 and Table 7. 
 
Feature K_Profile1 K_Profile2 K_Profile3 K_Profile4 

ed
uc

at
io

na
l 

lev
el 

pre-primary education 0 0 0,021 0,004 
primary education or first stage of basic education 0,019 0,018 0 0,004 
lower secondary or second stage of basic education 0,038 0,036 0,021 0,048 
(upper) secondary education 0,076 0,101 0,021 0,123 
post-secondary non-tertiary education 0,067 0,051 0,021 0,079 
first stage of tertiary education 0,114 0,188 0,229 0,225 
second stage of tertiary education 0,686 0,606 0,688 0,515 

Table 6 Participants' educational level for K-Means 

Feature S_Profile1 S_Profile2 S_Profile3 S_Profile4 

ed
uc

at
io

na
l 

le
ve

l 

pre-primary education 0,000 0,000 0,008 0,005 
primary education or first stage of basic education 0,000 0,011 0,000 0,005 
lower secondary or second stage of basic education 0,071 0,032 0,067 0,014 
(upper) secondary education 0,071 0,101 0,108 0,051 
post-secondary non-tertiary education 0,048 0,065 0,050 0,041 
first stage of tertiary education 0,214 0,180 0,167 0,111 
second stage of tertiary education 0,595 0,612 0,600 0,327 



Table 7 Participants' educational level for SOM 

The items student and employed for wages had the highest weights in K-Means for 
K_Profile4 and K_Profile2, respectively. It stood out that it could be characterized young 
students for K_Profile4 (its average age was 28 years), although it would be needed a further 
analysis in order to verify this hypothesis. K_Profile2 showed the same circumstance with the 
item employed for wages and the average age 49 years, that could characterize middle age 
employed for wages people. In short, in K-Means, except for K_Profile4 with a strong 
presence of students, the other three profiles stood out for a more meaningful presence of 
people employed for wages and out of work and looking for work. The highest weights in 
SOM were the items employed for wages and out of work and looking for work, that had 
similar weights for S_Profile1. At a certain distance it was also highlighted the presence of 
students. A similar behavior was observed for S_Profile2 and S_Profile3, although the 
relationship between weights varied from one profile to another. The weights of participants' 
employment status are shown in Table 8 and Table 9. 
 

Feature K_Profile1 K_Profile2 K_Profile3 K_Profile4 

em
pl

oi
m

en
t s

ta
tu

s 

homemaker 0,019 0,007 0 0,013 
student 0,229 0,011 0,167 0,476 
employed for wages 0,381 0,473 0,458 0,181 
out of work and looking for work 0,248 0,267 0,208 0,207 
out of work but not currently looking for wages 0,01 0,029 0 0,013 
retired 0 0,036 0,021 0,018 
self-employed 0,076 0,116 0,083 0,044 
unable to work 0,01 0,025 0 0,004 
others 0,029 0,036 0,063 0,044 

Table 8 Participants' employment status for K-Means 

Feature S_Profile1 S_Profile2 S_Profile3 S_Profile4 

em
pl

oy
m

en
t s

ta
tu

s 

homemaker 0,024 0,011 0,000 0,005 
student 0,214 0,212 0,225 0,120 
employed for wages 0,310 0,342 0,283 0,230 
out of work and looking for work 0,333 0,252 0,275 0,111 
out of work but not currently looking for wages 0,000 0,029 0,008 0,009 
retired 0,000 0,007 0,058 0,014 
self-employed 0,000 0,104 0,083 0,028 
unable to work 0,000 0,014 0,025 0,005 
others 0,119 0,029 0,042 0,032 

Table 9 Participants' employment status for SOM 

The features setting goals and type of interactions had a different structure to those described 
above. In these two features, participants were asked to express their views through a 7-Likert 
scale, so that they assessed each of the items that made up both features based on their 
subjective criterion. 
 
One of the most interesting features for this study was the setting of participant's goals 
because of its distribution of weights on every cluster. K_Profile1 attracted the attention with 
the highest weights for all and each of the five items, supported by a very favourable attitude 
(always true) of participants. The most significant weights in the items that made up this 
feature in K-Means reflected the positive attitudes of participants (very often and fairly often 
true). SOM, on the other hand, had a quasi-identical circumstance in terms of profiles' 
behavior, although all their weights were very similar or lower. S_Profile1 had the highest 
weight in SOM for the item participant's confidence in the quality assurance of their work 
with a very favourable attitude (always true) and the rest of the weights were more or less 
similar in each of the items, where participants' attitude was represented by a positive attitude 
(very often true). Therefore, this feature should be analyzed in a more detailed way. The most 



relevant weights of the items for participants' goals setting are shown in Table 10 and Table 
11. 

goals setting K_Profile1 K_Profile2 K_Profile3 K_Profile4 
     

standards establishment     
very often true 0,105 0,354 0,271 0,238 
always true 0,829 0,011 0,229 0,013 
fairly often true 0,010 0,188 0,125 0,313 
     

short- and long-term goals establishment 
very often true 0,114 0,357 0,25 0,251 
always true 0,867 0,029 0,333 0,057 
     

high standards maintenance 
very often true 0,019 0,347 0,271 0,251 
always true 0,933 0,025 0,313 0,048 
fairly often true 0,010 0,188 0,125 0,269 
     

temporal planification management 
very often true 0,086 0,343 0,292 0,251 
always true 0,876 0,036 0,333 0,026 
fairly often true 0,010 0,191 0,083 0,286 
     

confidence in work quality assurance 
very often true 0,067 0,357 0,271 0,251 
always true 0,810 0,166 0,417 0,167 
fairly often true 0,019 0,181 0,063 0,256 

Table 10 Participants' goals setting for K-Means 

goals setting S_Profile1 S_Profile2 S_Profile3 S_Profile4 
     

standards establishment     
very often true 0,357 0,263 0,267 0,147 
     

short- and long-term goals establishment 
very often true 0,357 0,277 0,325 0,111 
     

high standards maintenance 
very often true 0,333 0,270 0,242 0,134 
     

temporal planification management 
very often true 0,286 0,252 0,300 0,157 
     

confidence in work quality assurance 
very often true 0,357 0,266 0,217 0,171 
always true 0,381 0,284 0,350 0,129 

Table 11 Participants' goals setting for SOM 

The perception of the participants regarding the three types of interaction were very positive 
(extremely and very important) in both approaches. In K-Means, learner-learner interaction 
was the less important interaction because of its low weights for positive participants' 
attitudes (extremely important in K_Profile1 and moderately important in the other three 
profiles). Learner-content interaction was the most important interaction because of its highest 
weights for participants' attitudes (extremely important in K_Profile1 and very important in 
the other three profiles). Learner-teacher interaction followed the same trend that learner-
content interaction, although with slightly lower weights (extremely important in K_Profile1 
and very important in the other three profiles). In SOM, learner-learner interaction followed 
the same trend that in K-Means, it was the less important one (very important in S_Profile3 
and moderately important in the other three profiles). Learner-content interaction in SOM, as 
in K-Means, was depicted with the highest weights except for S_Profile4 (very important in 



three of the four profiles although the weights were more similar between S_Profile1 and 
S_Profile2). Finally, participants' attitudes for learner-teacher interaction did not show such a 
regular behavior as the ones described above, although it was highlighted that participants 
who belonged to S_Profile1 considered very important this type of interaction with the 
highest weight. Undoubtedly, the three interactions played their role in each and every one of 
the profiles, even on those where the weight was low and, for sure, an in-depth analysis 
should be accomplished. The most prominent weights of the items for the three types of 
interactions are shown in Table 12 and Table 13. 
 

Types of interactions K_Profile1 K_Profile2 K_Profile3 K_Profile4 
     

learner-learner interaction     
very important 0,267 0,264 0,229 0,22 
extremely important 0,295 0,051 0,083 0,031 
moderately important 0,162 0,339 0,292 0,330 
neutral 0,124 0,177 0,25 0,238 
     

learner-content interaction 
very important 0,219 0,523 0,479 0,454 
extremely important 0,705 0,267 0,375 0,352 
     

learner-teacher interaction 
very important 0,219 0,379 0,396 0,432 
extremely important 0,59 0,199 0,25 0,189 
moderately important 0,095 0,314 0,271 0,26 

Table 12 Types of interactions for K-Means 

Types of interactions S_Profile1 S_Profile2 S_Profile3 S_Profile4 
     

learner-learner interaction     
very important 0,190 0,252 0,317 0,115 
moderately important 0,310 0,317 0,267 0,147 
     

learner-content interaction 
very important 0,476 0,435 0,425 0,249 
extremely important 0,452 0,406 0,383 0,194 
     

learner-teacher interaction 
very important 0,500 0,356 0,383 0,166 
extremely important 0,190 0,306 0,250 0,147 
moderately important 0,262 0,245 0,258 0,166 

Table 13 Types of interactions for SOM 

The above comparative of participants' features does not allow a generalization of the partial 
results to the whole data collection because this study represents a preliminary stage that 
requires both an additional analysis of resulting clustering and the help of an expert that 
guides and contextualizes the interpretation process for both approachers (K-Means and 
SOM) and finally determines which one is closer to a real picture of MOOC participants. 
 
Conclusions 
In this study it was chosen two types of algorithms from two different approaches, a 
partitional clustering algorithm and an artificial neural network. K-Means and SOM were 
performed in order to find out, with the application of selected quality measures, the (sub)-
optimal clustering for both of them. These clustering techniques were applied under some 
specific conditions to an enhanced understanding of a subset of features of participants in a 
MOOC in the field of the personal development and could represent a way of discovering the 
intrinsic structures within the data sample and, consequently, designers and other policy-



makers might also have a deeper knowledge of the diversity of participants' profiles. It should 
be emphasized that the role played by experts in MOOC format has a critical subjective 
component and their relevance is even greater because the results of clustering are largely 
influenced by data sample, the selected variables and the clustering algorithm used. 
 
As conclusion, therefore, it can be said that the results bring to light that it is not possible to 
determine which one is the best clustering (K-Means or SOM) without an additional analysis 
where the role of MOOC experts is more than relevant. 
 
A more realistic understanding of the profiles of the people is a step forward for many 
disciplines that call for a more in-depth knowledge of their customers and Open Education is 
no exception, as it also might be positively impacted by a deeper knowledge of the 
heterogeneity of profiles that can be found in MOOC format. Therefore, future work in the 
short to medium term involves a deeper research of clustering techniques, specially both 
evaluation and interpretation stages, with the involvement of the whole data collection of 
MOOCKnowledge project. 
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