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CUTE Labs. Low-Cost Open-Sourcelnstructional Laboratoriesfor Cloud
Computing Education

Abstract

Compared to the fast development of cloud-based applitatmd technology,
higher education on cloud computing is seriously laggingie Built upon our ex-
perience on cloud computing education in the past years cd lsdoratories for Cloud
compUTing Education (referred as the CUTE labs) has beeslaj@®d and evaluated.
The CUTE labs cover four major areas: the platform exploratabs, the big data
labs, the cloud economics labs, and the security and pridosy They are designed
to use publicly available free cloud resources and opencecoftware with no spe-
cial requirement on computing infrastructures, so thay ttem be easily adopted and
adapted at low cost. Currently, we have developed thirtales, lamong which eleven
have been deployed during 2009-2015 and six have been &@ldaring 2014-2015.
The preliminary results show that these labs have sucdbsséached their initial
design goals.

1 Introduction

Cloud computing has become a new popular computing paradigmas shown great potential in
business, research, and education. With the pay-as-y®utilisy computing model and virtualiza-
tion technique$, cloud computing can significantly reduce the cost of cormguand easily scale
up or down upon users’ requests. In fact, many popular omameputing tools and services that
we enjoy today are built on clouds, such as Dropbox, Facelmuakmost of Google’s products.

With cloud computing, it becomes possible for users to @iowi a large amount of computing
power in a short time to perform large-scale data intensbraputation, and to be charged only
for the time and resources used This unique feature hastatireesearchers in scientific comput-
ing27-28:30and data mining>1°to explore the potential of cloud computing in solving bigala
problems. Cloud computing will also bring a revolution taiedtior?®1418:26 |n particular, cloud
computing can reduce the IT cost in education, and levelldgmy-field of computing infrastruc-
tures for cash-strapped institutions.

However, the education on cloud computing is seriouslyitag@ehind the fast development of
the cloud computing technology. Recent independent sdfvetyll shows that a large number
of respondents have little knowledge about cloud computirtge lack of knowledge also makes
them hesitate to adopt the technology. We have seen thaga demand on cloud computing



professionals has emerg@dA gap is forming between the fast growing cloud computingket
and the scarcity of qualified cloud computing professiandle have to ask ourselvelsow to fill
this gap.

Cloud computing education, like the traditional topics mnputer science, such as Operating
Systems, Compilers, Databases, and Networks, needsiwdféetnds-on laboratory exercises to
support lectures. The importance of experiential learmag long been recognized in the learn-
ing theory literaturd. We should engage students in hands-on experience in clomguting
education, and thus well-designed laboratory exercisesical to the success of cloud com-
puting education. The traditional CS courses have takemgtione to establish and adopt a set
of laboratory exercises. However, since cloud computingation is still embryonic, only a few
publicly-accessible individual laboratories exist. Matvide there does not exist an easily replica-
ble model for designing and running cloud computing labs.

To fill the gap in cloud computing education, we are develgmn easily adaptable laboratory
environment and a comprehensive list of laboratory exesdisat are essential to cloud computing
education. Based on our experience in teaching cloud cangpciasses, we have identified four
major aspects in cloud computing educati@oud systems, data intensive scalable computing,
cloud economigsandcloud security and privacyDuring the past years we have developed more
than ten labs to cover these four aspects, and this colte®istill growing. These labs work
together to help students learn the cloud computing priesipnd engineering skills. We name
this set of labs: the CUTE labs (Cloud compUTing Educatitisfa They have been experimented
and evaluated in courses such as Cloud Computing, Opefystgms Internals, Internet Security,
Distributed Systems, and Privacy-Aware Computing for hotbergraduate and graduate students
at Wright State University during the past two years.

CUTE labs have a number of appealing properties.

e CUTE labs cover a wide spectrum of cloud computing concepdspainciples, as well as
important engineering skills. A general software/hardwfsmmework is designed to support
sustainable lab development.

e CUTE labs are low-cost labs, and can be implemented withdieed resources (e.g., Ama-
zon Web Services in Education and Google App Engine) and sparce software. They
are replicable by even the most cash-strapped institutions

e CUTE labs will be open sourced and allow instructors to gaeilopt, or revise to create
their own labs, which will foster a community of cloud comimgteducational labs.

The remaining sections of the paper are organized as fallMes will first describe the related
work on cloud computing education and laboratory develagrmeSection 2. Then, we describe
the design principles in Section 3 and give design detasiatine specific labs in Section 4. We
will also report current deployment status and show somkiatian results in Section 5.

Ihttp://www.cs.wright.edu/ keke.chen/nsf/cute.htm



2 Reated Work

State of the Art in Cloud Computing Labs Cloud computing introduces a set of new concepts
and technologies, which are distinct from the traditiona®in operating systems, networks, and
distributed systems. These topics include hardware/softwirtualization, data intensive scalable
computing, cloud economics, and cloud security and privdnythe United States, only a few
institutions offer courses on cloud computing with limite¢bs, and often these labs are not pub-
licly accessible. University of Maryland offered a cloudwouting course entitled: INFM718G/
CMSC838G: Data-Intensive Information Processing Appiies>3, focusing on MapReduce pro-
gramming and its application on information retrieval. d®hopkins University offers a course on
security and privacy in cloud computifgwith no labs. Stanford Universit{ and Cornell Univer-
sity* have seminar-style cloud computing courses, again wittahs.|University of Washington
has the cloud computing certificate program, but no labs abdéighed. University of California

at Berkeley has been applying cloud computing technologyotaputer science courses such as
databases and distributed computifigOverall, none of these courses has published a compre-
hensive set of labs to cover the fundamental principles @idlcomputing. As more and more
universities start or plan to offer cloud computing couyslesre is a critical need to design a set of
comprehensive labs that can be easily adopted, adaptedeaia/ed by various institutions.

Preliminary Work at WSU We have offered CS499/699: Cloud Compufireyery year during
2009-2012. After 2012, this course was split into two cosirSEEG4360 Distributed Systems
and Cloud Computing, which focuses on fundamental priesipif distributed computing and the
basic concepts in cloud computing; CEG7380 Cloud Computumich is a graduate-level course,
including more advanced topics in cloud computing. Thesgsas cover data intensive comput-
ing in the cloud (e.g., MapReduce, Pig, and Spark), cloutfgstas (e.g., Amazon Cloud and
Google App Engine), cloud security and privacy, and receséarch topics in cloud computing.
In this process, we learned the importance of well desigtmeiccomputing labs. The first early
developed four labs cover platform exploration and datanisive computing. Other recently de-
veloped ones thoroughly cover the major principles andrtiegles in cloud computing. We are
also actively incorporating the cloud computing concepis labs into other related courses. The
virtualization concepts are introduced in OS Internalsoudl security and privacy is an impor-
tant topic in Internet Security, and Privacy Aware Compgitithe Amazon EC2 labs will also be
adopted in Mobile Computing. We are also working on severséarch topics related to cloud
computing, including interactive visual exploration otaén the cloud, optimal resource provi-

sioning for large scale MapReduce progr&mend privacy preserving techniques for outsourced
date’.

3 CUTE Framework

The CUTE framework includes the design philosophy of ousJahe lab environment, and the
procedure of lab development.



3.1 Design Philosophy

Like most computer science courses, cloud computing erurcslhould equally focus on both the
fundamental principles and practical skills. Studentaufthbave opportunities to apply, integrate,
and experiment with these principles and skills.

Fundamental Principles Among many aspects of cloud computictpud systems, data intensive
scalable computing, cloud economiesidcloud security&privacyhave been well-recognized by
the researchefs' and practitionersas the major aspects in cloud computing. (1) Cloud computing
platforms have a set of unique features such as elasticn@spuovisioning, instant scalability,
and virtualization. We believe it is best for students toexpent with the real cloud systems
to understand these features. (2) Cloud economics, bastu ray-as-you-go utility computing
model, is the most important principle attracting the clogeérs. It is thus important for students
to understand how it works and how it is used in practice. @)dited from cloud economics and
resource elasticity, data intensive scalable computindpi@p data analysis), which intermittently
needs a large amount of resources for data intensive dgyedieessing, has emerged as a popular
type of cloud application. It has introduced influential nes@gramming and processing models
such as MapReduéé and SparR2. We believe students with this area of knowledge and skills
will be in high demand in the market. (4) Cloud security anthgmy is also a well recognized
problem in cloud computir. According to a survey by Deloitt€ on cloud computing, 30% of
the surveyed companies were most worried about their ovefiéatual properties on clouds, and
15% worried about unauthorized use of their data. It is reargsfor the students to understand
the risks of hosting data and computations on top of untdudtaud platforms and the methods for
mitigating these risks.

Practice Skills We believe that students should not only learn how to expglanprinciples, but
also learn practices to solve cloud-related problems. & hex several main categories of comput-
ing practice, as mentioned by Denniig(1) programming, (2) engineering systems, (3) modeling
and validation, (4) innovating, and (5) applying.

Correspondingly, we provide an interpretation of the pcacskills in terms of cloud computing
education. (a) Programming: using cloud-specific progrargrmodel and high-level languages
to build data intensive analytic applications; (b) Engiieg systems: designing and constructing
software systems based on cloud computing infrastrucfayéodeling and validation: develop-
ing cloud economics models to estimate and optimize the dinhoost of a specific cloud-based
application; designing experiments to validate models. Ifdovating: creatively thinking and
solving problems - it is very important when cloud computisgtill at the infant stage. (e) Ap-
plying: applying cloud computing principles to solve readld problems. We have developed
laboratories that jointly provide the coverage of thesedsgential skills in cloud computing.

2ibm.com/cloud, hp.com/go/cloud, highscalability.com



3.2 CUTE Laboratory Environment

We developed four types of labs: (1) platform exploratiobsla(2) large scale data processing
labs, (3) cloud economics labs, and (4) cloud security amdgy labs. Together, these help
the students understand the fundamental principles aaih dftte essential skills described in our
design philosophy.

(1) The objective of the platform exploration labs is to pde/students with opportunities to get fa-
miliar with the most popular public cloud systems. Studésesn to use the interfaces provided by
these systems to build applications; students also havecebdo explore the underlying working
mechanisms of the cloud infrastructure.

(2) With cloud computing, it is possible to perform scalatbég¢a intensive analysis in an econom-
ical way. The objective of large scale data processing lalie learn the popular parallel data
processing techniques that work on scalable cloud infrestre. Students get chances to work on
real parallel data processing systems and learn the tagmitq deploy such systems to the public
cloud.

(3) Cloud economics is a unique component that other typdstfbuted computing do not have.
The objective of the cloud economics labs is to understamdesaluate the financial aspect of
cloud computing applications.

(4) Data security and privacy are essential topics in claurdpmuting. Cloud computing users may
have to host sensitive data in the platform - without segwaitd privacy guarantee, many users
will not use clouds. The objective of this set of labs is todietdents understand the security and
privacy principles in cloud computing and experiment witbently developed techniques.

Data Intensive .
Cloud Economics

Labs

Software

Platform Exploration
Labs

Scalable Computing
Labs

Labs

Security and Privacy
Labs

Xen, boto

Hadoop/Pig/HBase

gprof

nmap, hping

Cloud systems/ | Amazon EC2, Azure

hardware

Google App Engine
Desktop/Laptop

Desktop/Laptop, or
inhouse cluster, or
Amazon EC2

Amazon EC2
Desktop/Laptop

Amazon EC2
Desktop/Laptop

Figure 1: The software/hardware stack for different CUTIESla

To make the labs easily adoptable at different educatiattihgs, we try to minimize the depen-
dency on the lab infrastructure. To achieve this goal, wegdesl all the labs using free cloud
resources and open source software. We also considered@enofroptions in terms of hardware
configuration. Figure 1 shows the software/hardware stackhie labs. All the software tools
used in the labs are open source. The two cloud platformsiomet in Figure 1 are available for
free access - Amazon offers free credits for cloud computowses and also free usage tier for
new users (aws.amazon.com/free/), so that students cdahaifee credits to access the Amazon
Cloud in the labs; Google App Engine has free quota for eacbuat, also sufficient for the labs;



Azure also has an education program to support Cloud-cekedecation. For the data intensive
scalable computing labs, there are three different settidgpending on the resources the class
may have. (1) All the labs can be done using only desktomfaptadoop, Pig, and Spark have
the option to be installed as a standalone system in a pérsomguter. (2) If the university has

a Hadoop cluster, these labs can certainly be deployed tclister. (3) If there is no local clus-
ter but the instructors like to use a cluster environmentaaom educational EC2 can be used to
establish the cluster environment. Therefore, the labrenment can be easily portable to even
the most cash-strapped institutions. It provides a verydotwy point for nationwide adoption and
adaptation.

3.3 Procedure of Lab Development

The development of each lab follows an iterative designajepent-evaluation procedure depicted
in Figure 2. The first stage lab design and implementatipm which learning goals are defined,
lab tasks are designed, key issues are identified, and dugporaterials are prepared.

The second stage @eploymentin which labs are deployed in different educational sgtinRe-
sults from this stage illuminate the challenges of and ojpdties for adapting our labs in diverse
educational settings. The deployment stage will allow usoltect data for the next stage, as well
as to obtain feedback on the design of each lab, which willdsel to improve the lab design. We
deploy the labs to cloud computing and a number of relatedsesisuch as distributed computing
systems, computer networking, operating systems, databasd mobile computing.

The third stage i®valuation in which we evaluate how effective our approach is in enhenc
student learning in cloud computing education. Howevés,ghoject does not focus on developing
novel evaluation tools. We will use existing tools and pssss for evaluation. An advisory
committee oversees the evaluation procedure.

Lab Development Lab Deployment

Evaluation
-Lab description -Implementation and -Conducted by WSU Center
- Lab tasks testing by TAs of Teachingand Learning
- Deliverables -Deploymentin WSU - interviews, surveys
- Supporting materials -Deploymentin problem feedbacks
- Potentialissues collaborative universities

- Data collectionand analysis

Use feedbacks, testing results to improve the lab development
Figure 2: The procedure of lab development.
4 Design of CUTE Laboratories
In this section, we describe the four types of labs in detailrrently we have developed 13 labs

and are planning more. Instructors can select a subset teefiteeds of different courses. The
specific lab descriptions can be found at our project site.



4.1 Platform Exploration Labs

An important task of cloud computing education is to teaeldshts to use the existing cloud
computing tools. The infrastructure exploration labs asighed to satisfy this requirement. In
this set of labs, the students will use the most popular puddiud computing platforms such as
Amazon Web Services (AWS) and Google App Engine (GAE). GA&vigles a certain amount
of free resources for each account. Free AWS resources ailalde in two forms. First, AWS
provides a teaching grant for each qualified universityéga course about cloud computing that
uses AWS for labs. According to our previous experiencep@g &as the course is formally offered
in a university/college with a course web site, Amazon wiMegthe teaching grant ($100 credits
per student). Second, even without the teaching grant, sa®hAWS account can use an amount
of free credits for the first year, which will be sufficient tower the cost of related labs.

Expected learning outcomes. Students learn to use the cloud platforms to build cloudieapl
tions; students understand the technical issues of cloogbating infrastructure.

Currently, we have developed the following labs:

e Simple AWS Lab: use commandline tools and the programmiteyface to manage EC2
and S3 resources.

e Advanced AWS Lab: learn how to automatically deploy and ngereacluster (e.g., a Hadoop
cluster) on EC2. Learn the performance difference betweemarl instance-level local
storage.

e Docker Lab: learn to use the Docker containers - a populéwalization technique.

e Virtualization Lab: understand the differences between@$ on the bare-metal system and
that on the virtualization systems.

These labs are more focused on Infrastructure-as-a-&efldaS). More labs will be developed
on Platform-as-a-Service (PaaS), using existing poputangers such as Google App Engine and
Microsoft Azure.

4.2 Big-Data Computing Labs

Recent studies! show that data-intensive applications or services (eayalfel batch process-
ing-31and business analyti€§ will be the major applications in the cloud. Therefore detnts
who are equipped with the knowledge in the software systerdspaactice skills for large-scale
data analytics will have good opportunities in the markdtis’second set of labs is designed to
meet the new trends in cloud-based data analytics.

Expected learning outcomes: Students learn to use the MapReduce programming model, the
Pig language, the Spark system, and cloud data store systesadve real problems; students



understand how to choose appropriate data intensive $ealamputing tools for different data
analytic problems.

Currently, we have developed the following labs:

e Hadoop/MapReduce Lab: get familiar with the Hadoop systathlaarn to program with
MapReduce.

e Pig Programming Lab: learn to program with the higher-léaeyuage Pig for MapReduce
processing of relational data.

e Spark Lab: learn to program with the Spark system, fasteliel parallel processing with
Resilient Distributed Datasets (RDD).

e Cassandra Lab: learn to manage and program with the Casdeagwalue store.

A few more labs are under planning to address the currerd wéhig data processing.
4.3 Cloud Economics Labs

It is well recognized that cloud economics distinguishesidicomputing from service computing
and other types of distributed computfhgSince cloud resources can be obtained on demand and
billed only for their usage (e.g., each EC2 instance hasca per hour), one of the key problems is
to minimize the cost while preserving the Quality of Ser¢i@eS). Concretely, there are a number
of related problems. (1) For Web applications hosted in tbad; the workload is determined
dynamically by users’ requests. Thus, it is important touaately predict the workload so that
cloud resources can be provisioneamptly andin appropriate size (2) For large-scale data
analytic applications, the workload is pre-determined liyy amount of data to be analyzed and
the complexity of the analysis algorithm. There is an imtigcrelationship among the amount of
resources to use, the time the job will take to finish, and theumt of money paid to the cloud
provider, which can be formulated and solved as optiminghi@blems.

Expected learning outcomes: Students understand the basic principles of cloud ecorgrsia-
dents learn the skills for modeling and experiment with thgt enodels and the pricing models.

Currently, we have developed two labs:

e Resource Monitoring and Provisioning for Web ApplicatiorStudy the resource provi-
sioning problem for Web Applications deployed in the cloundl @xperiment with related
techniques.

e MapReduce Cost Modeling and Resource Provisioning. Stuel\MapReduce processing
workflow and experiment with the MapReduce cost model anoureg optimization meth-
ods developed by our research téam



We will develop one more lab about cloud pricing models.
4.4 Security and Privacy Labs

Without good understanding of cloud security and effectieeurity and privacy-preserving so-
lutions, many companies, government agencies and reseetiiates will hesitate to use public
clouds. In this set of labs, we study two issues: (1) exptptire security threats that are unique
to the cloud platform, and (2) experimenting with the geoimetata perturbation technigtidor
privacy preserving data minifgn the cloud.

Expected learning outcomes. Students understand the specific security and privacy sssue
cloud computing; students learn the technical skills td@pthe security and privacy problems
and apply the latest techniques to enhance security anaicgriv

We have developed two labs:

e Data Privacy Lab. Implement and experiment with several detguising methods for pro-
tecting data privacy in outsourced database and data neeirngces.

e Data Security Lab. Learn about the security issues with lingdcsystems.

More security labs may be added in the near future.
5 Deployment and Evaluation

In this section, we briefly review the deployment historytué tesigned labs, and report the eval-
uation methods and results.

5.1 Deployment

We have deployed most of the designed labs to classes. RBgehiews the status of lab deploy-
ment. The labs are developed and deployed in three batchedirst three labs were designed and
used in CS499 (Cloud Computing) and CEG435 (Distributed @uting Systems) during 2009-
2012 when Wright State was still using the quarter systenenTthey were continuously evolved
and deployed in semester classes CEG7380 (Cloud CompuatinagCEG4360 (Distributed Sys-
tems and Cloud Computing). The second batch, including ltas, was developed during 2012-
2014 and used in three courses: the above two, plus CEG2ZC(cepts and Usage) that uses
the Introduction lab. The third batch, including six labssndeveloped in 2015, among which four
had been deployed in CEG7380 and the other two are expechbeddeployed in 2016.

5.2 Evaluation

Project evaluation is overseen by the advisory committeetwbonsists of two renowned cloud
computing researchers and educators: Prof. Jimmy Lin atddsity of Waterloo and Prof. Cal-
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Figure 3: The deployment of current labs. Blue: deployedio¥e developed
but not deployed yet.

ton Pu at Georgia Tech. The Center for Teaching and Lear@id ) at Wright State provided
supports for syllabus analysis and study design.

Evaluation Goals The goal of this project is to enhance student learning iigtloomputing
education using the proposed laboratories. The efficiendyedfectiveness of the labs are the
major factors to be evaluated. We quantify the lab efficiemgyng the following metrics: (1) the
level of difficulty of a lab; (2) the usefulness of the suppagtmaterials; (3) the time students spent
on a lab; (4) whether the time spent is worthwhile; (5) whethe much time is spent on the tasks
that are non-essential to the targeted concepts.

The effectiveness factor assesses student learning aslaafethe project. We quantify the effec-
tiveness using the following metrics: (1) students’ leviahterest in the lab exercise; (2) students’
level of engagement in the lab exercise; (3) level of chgkepresented by the lab exercise; (4)
amount of effort spent in completing the lab exercise; (G§ishts’ level of understanding of the
targeted cloud computing principles; (6) students’ agian of the required skills and confidence
in their abilities after finishing these labs; (7) studemsvelopment of related skills - problem
solving, critical thinking, creative thinking, ability tthink independently; (8) students’ percep-
tions of their learning; (9) students’ assessment of thetah valuable part of the course.

Evaluation Results and Analysis The evaluation was done in three semesters during 2014-2015
for two courses: CEG7380: Cloud Computing and CEG4360: rbiged Systems and Cloud
Computing. The enroliments are 9, 42, and 29, respectivelEG4360 in Spring 2014, CEG7380

in Fall 2014, and CEG4360 in Spring 2015. Figure 4 shows thidution of the evaluated labs.
We select some evaluation metrics to show the efficiency #adteness.



Labs 2014 Spring 2014 Fall / 2015 Spring /
/CEG4360 CEG7380 CEG4360

AWS X

Hadoop/MapReduce | X X X

Advanced AWS X

Pig Programming X

Data Privacy X

Web App Resource X

Figure 4: The evaluated labs during 2014-2015.

How much time in total did you spend in completing the labreise?
Your level of interest in this lab exercise. (high, averdgw)
How challenging is this lab exercise? (high, average) low

How valuable is this lab as a part of the course? (high aaeerow)

a & w0 nNpoE

Are the supporting materials and lectures helpful for §oiinish the project? (very helpful,
somewhat helpful, not helpful)

6. How confident do you feel on applying the skills learnechia fiab to solve other problems?
(high, average, low)
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Figure 5: The average time spent on the
labs by the students. Notation: Lab- Figure 6: Students’ interest on the labs.

Name/semester.

Figure 5 shows the average time spent on each lab. Thesedahbsecfinished in about 20-30
hours. HadoopMR/S15 was revised to be easier for undergtadiudents, and thus its average
time is reduced to 20 hours, compared to other versions obbfadR. Figure 6 shows that overall
students are very interested in these labs. The HadoopMR&Blwas a little bit too difficult for
undergraduate students, which was also indicated by theuli§ evaluation as shown in Figure 7.
The difficulty level of the HadoopMR labs and the WebApp Rab. dan be adjusted in the future
design. Other labs have reasonable difficulty levels. Stisdal highly valued these labs as shown
in Figure 8. Students’ confidence in applying the learnetissifrigure 9) seems correlated with
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Figure 9: Students’ confidence in applying Figure 10: How helpful are the supporting
the learned skills. materials?

their feeling on difficulty levels, which is reasonable. &g, as Figure 10 shows, the majority of
students consider the supporting materials are very usdfuwever, we see there are still rooms
for us to improve.

6 Conclusion

With the increased popularity of cloud computing technglagd applications, cloud computing
education has started to follow up to meet the market dema&idsd computing, similar to most
computer science courses, has a major focus on the traifipgactical skills. However, only a
few labs so far were developed and accessible to the pulnlithi$ paper, we report the design
and evaluation of the CUTE labs for cloud computing educatithe CUTE labs comprehensively
cover the four aspects of cloud computing: cloud systengsgdhta computing, cloud economics,
and cloud security and privacy. So far, we have developedlds3 111 of the 13 have been deployed
during 2009-2015 and 6 of the 11 have been evaluated duribg-2015. Six evaluation metrics
are used, mainly based on students’ surveys. The resulistblad students like and benefit from
these labs, but a few labs might be too difficult. Overall, veédve these labs have successfully
reached their initial design goals. We will continue to iiong them and develop more high-quality
labs.
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