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Multidisciplinary Modules on Sensors and Machine Learning 

 

Abstract – Integrating sensing and machine learning is important in elevating precision in several 

Internet of Things (IoT) and mobile applications.  In our Electrical Engineering classes, we have 

begun developing self-contained modules to train students in this area.  We focus specifically in 

developing modules in machine learning including pre-processing, feature extraction and 

classification.  We have also embedded in these modules software to provide hands-on training.  

In this paper, we describe our efforts to develop an online simulation environment that will 

support web-based laboratories for training undergraduate students from Electrical Engineering 

and other disciplines in sensors and machine learning. We also present our efforts to enable 

students to visualize and understand the inner workings of various machine learning algorithms 

along with descriptions of their performance with several types of synthetic and sensor data. 

 

Introduction 

 

Sensors are part of everyday life and they have been integrated on cell phones, internet of things 

(IoT) , automation and security systems.  A smartphone has on average, more than 14 embedded 

sensors that acquire various types of natural data.  With the widespread deployment of sensors, 

we are faced with the challenge to process and interpret vast amounts of data.  In fact, data 

acquisition, processing and transmission created increased requirements for storage, networking 

[1, 2], and bandwidth and cyber security.  The increase of data at the edge creates needs for 

information extraction at various levels and resolution.  Machine learning [3] promises to 

provide solutions for compression, parameterization and interpretation of sensor data. Various 

levels of the system are employed to learn from the sensor data and further to carry out a 

predefined set of objectives such as classification or clustering of the data.  

 

In this paper, we describe the development of an online learning environment that supports 

modules and laboratories for training undergraduate students in multiple disciplines in sensors 

and machine learning. This project is part of an NSF IUSE module development grant and 

describes a variety of sensor systems, their properties, and the process of interpreting signals 

using classification algorithms. We have developed machine learning functions to support 

learning modules in our award-winning J-DSP HTML5 [4] online environment. The theoretical 

content of some of the modules is described in another paper [28].  The software content relating 

specifically to machine learning is described here. The tool described here is capable of 

capturing raw sensor data and extracting features from the data. The machine learning algorithms 

are employed to cluster or classify the extracted features in order to obtain an interpretation of 

the type and quality of sensor signals captured. The structure of recently developed  J-DSP 

HTML5 has been described in [5]. 

 



The paper organization is as follows. We first givea description of feature extraction from raw 

sensor data and provides details on the compaction properties of principal components. We then 

discuss basic machine learning methods, including the K-means algorithm for clustering, support 

vector machines for a two-class classification, and multilayer perceptron or artificial neural 

network. Then we describe the architecture of our software and explain its use in our 

undergraduate and graduate classes. Descriptions of laboratory exercises and their assessment are 

also discussed. also In addition, we provide the effectiveness of different algorithms for several 

types of data distributions. Finally, we describe the delivery of these materials as modules which 

are customized for use at several levels including senior high school classes, undergraduate level, 

and continuing education short courses for practitioners. 

 

Feature Extraction from Sensor Data 

 

Feature extraction [6, 7] from raw sensor data is essential in order to obtain values or features 

which are informative and non-redundant. Extracted features provide useful “compressed” 

information about the physics of sensor operation. In a typical sensor signal processing 

framework [3], the first step involves acquiring the raw sensor signal from the sensor and some 

form of pre-processing such as filtering and denoising is performed. Then the sensor signal is 

analyzed using window functions to extract meaningful features. This ensures a great reduction 

in the amount of the sensor data since the number of features extracted using the window is 

much smaller than the number of raw sensor signal samples. A variety of features can be 

extracted, some can be as simple as mean, standard deviation, zero crossing rate, and some can 

be complex features such as entropy, Fourier coefficients, and wavelet coefficients. Of course, 

not all features could be useful for a required task and hence feature selection is necessary.  

Machine Learning 

 

Machine learning (ML) can be used to organize, compress, interpret and classify data.  ML has 

been applied to computer vision [8], speech applications [9], artificial intelligence [10], 

autonomous vehicles, IoT, energy systems, recommendation systems [11], online advertisements, 

healthcare and diagnosis [12], and finance and accounting [13]. Although machine learning 

includes a multitude of paradigms, it can be broadly classified into supervised and unsupervised 

types. Supervised machine learning algorithms have access to “ground truth” or true labels in 

addition to data whereas unsupervised algorithms have access only to data. 

 

The K-means Algorithm 

 

Clustering [14], using an unsupervised method, is the simplest way to group the data based on 

statistical properties and similarities. The K-means algorithm is an iterative algorithm which 

clusters the dataset into K separate groups. It performs clustering by reducing the variance of 

each group so that after the final clustering has K groups with equal variances. Each of these K 



groups is represented by the mean of samples from that group. The mean is commonly known as 

the Centroid of the group. Figure 1 shows a well clustered dataset with centroids shown 

explicitly. The K-means is an iterative algorithm which repeatedly performs two stages until 

convergence. The two stages are E step (expectation) and M step (Maximization) of EM 

algorithm [15]. A detailed explanation of the same is given in [16]. 

 
Figure 1. The K-means algorithm produces 3 clusters after convergence. Respective centroids are 

shown for each cluster. 

 

Software Architecture and Description 

 

J-DSP HTML5 [5] is an online laboratory system, developed for web-based DSP simulations. In 

this project, we make use of object-oriented code written in JavaScript to develop and host a 

number of machine learning functions. ML is implemented here in a block-based programming 

environment that is very intuitive for running the simulations. The front end of the software is 

developed in HTML5. This is equivalent to an elaborate interactive website, which provides  

access to the online simulation environment through the browser. Students can perform various 

ML exercises and web-based laboratories using this system. Upon exiting the browser the current 

session of the laboratory is closed. The back-end, that is, the processing part, has been developed 

in JavaScript. The online software has various DSP blocks to carry different DSP functions such 

as up-sampling, down-sampling, filtering, FIR/IIR filter design, speech processing and several 

others (jdsp.asu.edu).  This new and more secure J-DSP HTML5 includes blocks for plotting the 

signals to visualize the frequency response, spectrograms, pole-zero plots, and time domain plots.  

A variety of operations on signals are performed as the signals pass through distinct DSP blocks. 



Users can perform sophisticated DSP operations including adaptive algorithms by simply 

connecting different blocks in a specified algorithmic manner [4]. An implementation of filtering 

using IIR filter design block in JDSP-HTML5 is shown in Figure 2. 

 

 

Figure 2. IIR Filter design and implementation in JDSP-HTML5. The filter block is used to 

change the design parameters of the IIR filter, and sinc function is used as an input for filtering. 

Note that this new HTML 5 is more secure and provides several new features and access to 

social nets. 

  

The K-means block performs the clustering of data passed to it using the K-means algorithm [17]. 

The data from the Dataset block is passed to the K-means block. Figure 3 shows a simple block 

diagram for running K-means algorithm on a dataset. 

 

The K-means plot displays the clusters in different colors. The algorithm runs iteratively, and the 

results of each iteration can be seen while the algorithm runs in the background. The clusters are 

updated after each iteration and the colors of the data points change according to the cluster they 

are assigned to. A student can visualize the whole convergence as an animation. It also marks the 

centroids for each cluster that get updated after each iteration. 

 



 

Figure 3. K-means algorithm implemented as a simple block in JDSP-HTML5. 

 

The only parameter that is required from the user as an input is the number of clusters i.e. K. As 

soon as the calculate button is pressed, the algorithm starts running and the clustering begins. 

The normalized cost is plotted along with the clusters for each iteration. Once the algorithm runs 

for all iterations, the values of the final cost and centroids can be viewed. Users can change the 

value of K and see the performance of the algorithm on the same dataset. The clustering 

performed by K-means in JDSP-HTML5 is shown in Figure 4. 
 

 
Figure 4. K-Means algorithm implemented in JDSP-HTML5 performed on dataset for 4 clusters. 

The left plot shows the data points clustered in 4 clusters, and the curve on the right is the 

convergence curve showing normalized cost w.r.t. to the number of iterations. 

 



From this simulation students can easily learn, visualize, and experiment with signals and 

implement real-time DSP applications that integrate ML function blocks. Students can see the 

workings and properties of the K-means algorithm and visualize the convergence with each 

iteration. They can also change the number of clusters input as a parameter in the K-means block. 

Through this, they can learn about the working of algorithms for different input parameters. Note 

that, the centroids in the algorithms are randomly initialized, so students can run the algorithm 

multiple times and see how different initialization of the initial location of centroids can affect 

the working and convergence of the K-means algorithm [18-21]. 
 

 

Support Vector Machine (SVM) Algorithms for Classification 
 

We describe here a supervised type of machine learning method, namely, Support Vector 

Machine (SVM) which can be used for classification. Here the objective is to classify the data 

sample into a discrete set of classes. Binary SVM is the simplest classification algorithm. It 

separates positive data examples from negative data examples. For the given dataset consisting 

of data samples from two distinct classes, binary SVM provides a hyperplane or a boundary of 

separation which separates positive examples from negative examples. SVM’s accuracy is much 

higher compared to other classification algorithms like k-NN or logistic regression. This is due to 

the fact that SVM’s loss function is convex and provides a global minimum, which happens to be 

the best possible decision boundary. Geometrically, the decision boundary drawn is as far as 

possible from either class and hence the SVM algorithm maximizes the margin or the width of 

separation. 
 

 
Figure 5. SVM algorithm for binary classification. On the left, maximum margin intuition is 

shown with a linear decision boundary. On the right, decision boundary for the non-linearly 

separable data is shown. It is impossible to draw a linear hyperplane for the data on the right. In 

the figure, red circles represent negative class, and black squares represent positive class. The 

points in yellow are known as the support vectors. 

 

Figure 5 shows the maximum margin between two classes. Maximum margin separation is not 

the only advantage of SVM algorithm; it is also capable of providing a non-linear decision 



boundary to perform classification on non-linearly separable data. It achieves this task by 

employing kernels such as Gaussian kernels or radial basis function. This is again depicted in the 

Figure 5. 

 

In J-DSP HTML5 online environment, the SVM algorithm is available as a block in the existing 

functions. The user can create a dataset from the Dataset generation block and output of that 

block can be fed to SVM block for classification as shown in Figure 6. For now, the SVM block 

performs binary classification. We are adding functionality to enable a multi-class classification 

(more than 2 classes). 

 

 
Figure 6. Using SVM algorithm in J-DSP HTML5. 

 

Description of the K-means Exercise used for Speech Formant Clustering 

 

Speech formant estimation [22-24] and clustering was assigned as an undergraduate DSP class 

project for a cohort of graduate and undergraduate students. The goal of the exercise was to 

reinforce several concepts in speech processing and to provide an exposition to machine learning 

and clustering algorithms. For this exercise, speech signal dataset from 100 different speakers 

(male and female) with extracted formant frequencies F1 and F2 for four different vowels, 

namely: /i/, / u/, aa, and ae was provided to the students. Generally, vowel formants are 

represented in a chart known as vowel chart or a vowel diagram. It is a schematic arrangement of 

the vowels based on first two formant frequencies. Vowel charts usually take the form of a 

quadrilateral as shown below in Figure 7. 

 

The dataset consisting of the above four vowels for 100 different speakers is readily available in 

the “Dataset” block available under the “Machine learning blocks” in the existing functions. One 

can easily add Dataset block and select speech formant dataset and one can also immediately see 

the plot of F1 and F2 formant frequencies in the dataset block as shown below in Figure 8. 

 



 
Figure 7. Vowel chart showing four different vowels: aa, ae, i, and u. 

 

The goal of this exercise is to perform clustering on these formants, and obtain the centroids for 

each cluster. The education objective is to teach students the concepts and inner working of 

unsupervised machine learning algorithm and to also expose them to a practical application in 

the area of speech processing. 

 

 
Figure 8. Dataset generation block showing the speech formant dataset. 

 

 



Assessment Process 

 

The goal of the project is to enable undergraduate and graduate students to learn and understand 

a simple yet practical speech processing and machine learning application. After working on this 

project, students can relate the concepts learned in course work to real life applications.  A pre-

quiz was given to students before assigning speech formant clustering exercise as a class project; 

we refer to this quiz as pre-assignment quiz. The assessment questions are based on the K-means 

algorithm and clustering exercise. Simple multiple-choice questions and True or False based 

questions were asked. Assessment questions related to K-means clustering scheme and mean 

square error curves were posed. A post-quiz was also given to the same class after completion of 

the exercise.   

 

There were 15 questions in the quiz.  We have tabulated the pre-assignment quiz and post-

assignment quiz results (Fig. 9) according to the number of students who responded correctly. 

Questions 1-6 were based on speech formants, questions 7-9 were based on linear prediction, and 

questions 10-15 were on machine learning and k-means clustering. We have seen improvements 

in some of the questions, particularly those associated with feature extraction.  The basic 

clustering process seems to have been understood reasonably well before the post quiz, and 

hence the scores did not have significant difference.  The exercise is being revisited and 

expanded to include comparisons and more complex data samples.  The assessments will also be 

adapted to the new exercise that will be disseminated this spring in the DSP class. 

 
Figure 9. Pre-assignment and post-assignment quiz result. On the x-axis we have the question 

numbers, and on y-axis we have the number of students who answered the question correctly. 

 

Comparison of Different Clustering Algorithms 
 

Using the online J-DSP HTML5 environment, we can also show the efficacies of different 

clustering algorithms [25-27] and provide a comparison of different clustering algorithms on 

several types of data distribution. Although the  K-means algorithm is the simplest clustering 



algorithm, it does not take into consideration the actual data distribution. It works based on a 

similarity metric alone. Other algorithms like Gaussian mixture modeling and spectral clustering 

perform with a higher efficiency as they take the data distribution into account. In Figure 10, 

three different datasets from different distribution are shown. 

 

 
Figure 10. Three different datasets having different types of distribution. 

 

When the K-means algorithm is applied on these datasets, it fails, and clustering efficiency is not 

as high as the spectral clustering or Gaussian Mixture modeling. Through this comparison the 

students learn that the underlying data distribution is important before choosing a clustering 

algorithm.  

 

Conclusion  

 

In this paper, we describe the JDSP-HTML5 machine learning functions that were developed for 

use in the undergraduate DSP class. Using the JDSP-HTML5, one can perform various DSP 

operations and apply machine learning functions on different datasets. We have outlined 

different ways of extracting features from the raw sensor signal. We discussed a variety of 

paradigms in machine learning and described K-means clustering algorithm in some detail. 

Support vector machines were also described. We then discussed the K-means exercise for 

speech formant clustering which used the JDSP-HTML5 online environment. Finally we 

provided some initial assessments. The project was received well by the class as evidenced by 

assessments and interviews. Additional functions and exercises are being developed and 

deployed in our DSP class.  Details on assessments of the new functions deployed this spring in 

our DSP class will be reported at the conference. 
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