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Hot Spot minimization of NoC Using AntNet Dynamic Routing 

Algorithm  
 

Abstract 

In this paper, a routing model for minimizing hot spots in the network on chip (NoC) is 

presented. The model makes use of AntNet routing algorithm which is based on Ant 

colony. Using this algorithm, which we call AntNet routing algorithm, heavy packet 

traffics are distributed on the chip minimizing the occurrence of hot spots. To evaluate 

the efficiency of the scheme, the proposed algorithm was compared to the XY, Odd-

Even, and DyAD routing models. The simulation results show that in realistic 

(Transpose) traffic as well as in heavy packet traffic, the proposed model has less average 

delay and peak power compared to the other routing models. In addition, the maximum 

temperature in the proposed algorithm is less than those of the other routing algorithms. 

 

1. Introduction 

The tile-based NoC architecture is known as a suitable solution for the communication 

problems in future VLSI circuits
1
.  

The routing algorithms could be classified as centralized versus distributed and static 

versus adaptive. In centralized algorithms, a central controller is responsible for updating 

the routing table for each node. The delay required for gathering the information 

regarding the network status and then broadcasting it to all nodes for updating their tables 

make the application of this type limited. Except for small size networks this method is 

only used in special cases. In distributed algorithms, the determination of the network 

status is distributed among the nodes which exchange information with each other. In 

static routing models, the path between the source and the destination of a packet is 

determined by the source and the destination themselves and the current traffic status of 

the network is not considered. In adaptive algorithms, however, the path between the 

source and the destination is determined node by node depending on the network status as 

the packet moves toward the destination. For example, DyAD
2
 is an adaptive routing 

algorithm and XY
3
 is a static routing algorithm in NOCs. In this work, we propose an 

adaptive distributed algorithm which distributes the packet traffic to minimize hot spots 

in the network. The algorithm which is inspired by ant colony is based on the AntNet 

routing algorithm
4
. The router is a short path adaptive router which selects the shortest 

path with the least traffic for sending the packet forward. The shortest paths which have 

the minimum number of hops
5
 form the sets of the minimum paths, and the router select 

the set with the minimum traffic to minimize hot spots which are nodes with high traffics. 

The paper is organized as follows. In Section 2, we briefly describe the AntNet algorithm 

while the proposed architecture is discussed in Section 3. The results are discussed in 

Section 4. Finally, the summery and conclusion are given in Section 5. 

 

2. AntNet Routing Algorithm 

The routing model presented in this work is based on the AntNet algorithm
4
 which is 

for a network of computers. For the case of the hardware implementation for NoC, the 

algorithm should be modified. The control packets (ants) are used for updating the 

routing table based on the traffic status of the network. These control packets (ants) 
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simulates the behaviors of worker ants which leave footprints when quest for food 

(target). The stronger the footprints are the higher is the likelihood of finding the food if 

this path is paved.  

In AntNet
4
, the routing table for node k, denoted Tk, is used to make a probabilistic 

routing decision.  
 

Table1. Original AntNet routing table at node k. 

 

 
 

A sample table is shown in Table 1 which has L rows corresponding to L neighboring 

nodes/links. The probability of sending the packet to the destination d via the link 

connected to node, i, is denoted as Pid. The AntNet algorithm can be summarized as 

follow: 

1. New forward ants, Fsd, from the source (s) to the destination (d), are created 

periodically. 

3. The next link (node j) of a forward ant is selected stochastically using P'(j, d) which is 

a function of the routing table probabilities and the length of the corresponding output 

queue as given by
4
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Here, P(j, d) is the probability of selecting node j as the next hop, α which is a number 

between 0.2 and 0.5 weights the significance given to the local queue length (Lj) versus 

the global routing information, Lj is proportional to the inverse of the queue length at 

node j and Nk is the number of links from the current node. 

3. When the next node is determined and this node is different from the destination, the 

forward ant checks the buffer to see if this node has been visited before. If this is the case, 

it shows that the ant is entering a cycle and, hence, must die otherwise ant saves the 

previously visited node identifier (ID) and time stamp at which the ant was serviced by 

the current node in a buffer. When the current node is the destination (k = d), then the 

forward ant should become a backward ant (Bsd). The information recorded in the buffer 

of the forward ant should be used to retrace the route passed by the forward ant.  

4. When the node is visited by the backward ant the probabilities in the routing table of 

each node is updated using the following rules:  

   If (node was in the path of the ant) 

   then P(i) = P(i) + r.(1– P(i)) 

   else P(i) = P(i) – r.P(i) 

Here, r which is a number between 0 and 1 is the reinforcement factor indicating the 

quality (length), the congestion, and the underlying network dynamics
6
. 
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3.  AntNet Routing Scheme for NOC 

The proposed routing scheme makes use of a regular router structure where each router 

is connected to the neighboring routers and a processing element (PE) at the node through 

five communication channels using the mesh configuration. To minimize the delay and 

the required resources, the wormhole technique for the routing of the data packets is used. 

The structure of the proposed router is shown in Figure 2. In the input port of the router, 

there are two separate queues for data and control packets. The priority of the queue for 

the control packet which includes both forward and backward ants is higher than data 

packet queue and the arbiter unit based on round robin scheme. The routing block 

consists of three units of the data packet routing, the forward ant routing, and the 

backward ant routing. 

 

Figure 2. AntNet Routing Structure. 

 

3.1 Data Packet Routing Unit 

This unit determines the output port for the data packet based on its destination using a 

4×(N – 1) routing table. Where, N is the total number of network nodes and 4 is the 

number of links for each node. For each destination d (d = 1:N), four probabilities which 

add up to 1 are stored. To make the hardware implementation simple, we use binary 

numbers between: 0 to 4 instead of 0 to 1. To minimize the delay, we use a minimal 

routing algorithm which is deadlock free
5
. The router is initialized by selecting one or 

two directions (links) for each node. As observed from Figure 3, if the desired destination 

node is in the same row or column as the current node (d1 and L), there is only one 

direction for sending the data packet to the destination. Consequently, in column d1 of 

the routing table for node L, there is only one non-zero probability which is four (p = 1). 

If the destination node is not on the same column or row as of the current node (e.g., L 

and d2), there are two directions for sending the data packet to the destination. Therefore, P
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there two non-zero probability which are two (p = 0.5) in the column d2 of the routing 

table. 

 

 

Figure 3. The routing table for node 5. 
 

3.2 Forward Ant Routing Unit 

This unit determines the output port for the forward ant Fsd. To determine the 

destination node (d) for this forward ant we use the concept of “popularity” based on 

which the destination of the forward ant is determined as the node to which most of the 

data packets are sent
6
. To determine the popular node for the source node (s), the 

structure shown in Figure 4 is used. Here, the shift registers with the length of H (length 

of desired history) are utilized to store the data packet destination node number. Each 

shift register stores one bit of the destination node. The number of shift registers is 

determined by the number of bits required to show the node numbers of the network. 

Using Block A (Figure 4) the number of zeros are compared to the number of ones at that 

bit position and whichever is more is stored in the corresponding bit of the popular node. 

 

Figure 4. The circuit which determines the popular node.  

For routing the forward ant, if the destination resides on the same row or column on 

the mesh, as the current node, the forward ant moves on the same row or column. If the 
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current and destination nodes are not on the same row or column, then two nodes, which 

we denote them by b and a may be selected. The probability of selecting the next node j 

(j ∈ {a, b}) may be obtained from 

 

4
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=′   (2) 

where P(j) is the probability of selecting node j as the next node and Ln(j) is the 

parameter indicating the instantaneous status of the ant queue for the corresponding input 

port at node j. This relation is the same relation as (1) when Nk = 2 and α = 1/3. To obtain 

the value for Ln(j), we make use of Tables 2 which is based on the warning signal of 

“buffer full” of each link (w_full). Each buffer of the router has a status signal which is 

w_full. When the number ofempty cells of the buffer is less than a certain value, w_full 

(warning for the full status) is activated which warns that most of the buffer cells are full. 

When the forward ant enters the router of a node, the number (ID) and congestion 

information (CS) of the node are stored (pushed) in the body of the forward ant. If the 

forward ant reaches to its destination, the destination router converts the forward ant to a 

backward ant (Bd→s) with the destination as the source of the forward ant. The backward 

ant passes trough the same routers (in reverse order). 

 

Table 2. Ln(a) and Ln(b) as a function of w_full(a) and w_full(b). 

 

w-

full(a) 

w-

full(b) 

Ln(a) Ln(b) 

0 0 2 2 

0 1 4 0 

1 0 0 4 

1 1 2 2 

 

The CS register contains a binary number between 0 to 4 which is the sum of four 

Congestion Flags (CF's). Each input port has a congestion signal called Congestion Flag 

(CF) through which it informs its adjacent router about the type of its congestion 

(congested or non-congested) status.  

 

3.3 Backward Ant Routing Unit 

For routing the backward ant, the node number (router ID) is popped from the body of 

the ant. This way, the backward ant moves along the same path as the original forward 

ant but in the reverse direction. When the backward ant reaches its destination the ant is 

killed. As the second task, when the backward ant enters router k via link f, the 

probabilities of the routing table of the node are updated using: 

4
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 where, Pfd (Pnd) is the probability of selecting link f for routing from node k to node d 

(destination). The probability of selecting link f increases while for the other links it 

decreases. Since the increase is dependent on the node congestion (CS).  

 

4. Result and Discussion 

To assess the efficiency of the AntNet routing algorithm, we implemented three other 

routing algorithms. These algorithms include DyAD
2
, XY

3
, and Odd-Even

5
. We have 

developed an NoC simulator written in C++ which can calculate the average delay and 

the power consumption for the packet transmission. We have used the mesh 

configuration for the NoC. To calculate the power consumption, we have made use of 

Orion library functions
7
.  
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Figure 5. Performance of different algorithms under the transpose traffic. 

 

4.1 First Transpose Traffic Profiles 

In this traffic profile, for a n×n mesh network, a PE at position (i, j) (i, j ∈ [0, n – 1]) 

only sends a data packet to other PE at position (n–1–i,n–j–1). This traffic pattern which 

is a more realistic one
2,5

 is similar to the concept of transposing a matrix. This traffic 

profile leads to a non-uniform traffic distribution with heavy traffics for the central nodes 

of the mesh. Therefore, hot spots close to the center of the network may be created. As 

shown in Figure 5, if the data packet injection rate is very low, the hot spots are not 

created and hence DyAD routing algorithm leads to a smaller delay. As the injection rate 

increases, the AntNet algorithm leads to smaller average delay. For high injection rates 

where hot spots (heavy traffic nodes) may be created if adaptive algorithms such as the 

AntNet algorithm are not used. In general the adaptive algorithms normally behave much 

better in realistic traffic profiles such as the first transpose case.  

 

4.2 Power Consumption 

We have calculated the dynamic power consumption of the first transpose traffic 

profile for different routing algorithms. As shown in figure 6 the average power 

consumption of the AntNet routing algorithm is 14% and 10% more then those of XY 

and DyAD algorithms, respectively. The average peak power of the proposed algorithm, 
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however, is 26% and 25% less than those of the XY and DyAD algorithms, respectively. 

This shows that the AntNet algorithm manages to minimize the hot spots on the chip and 

distribute the traffic more.  

 

5. Summary and Conclusion 

In this paper, a routing algorithm based on AntNet was presented. The technique made 

use of shortest route obtained from the Ant Colony. For the hardware implementation of 

the technique for NoC's, some modifications to the AntNet algorithm were made. The 

results of the simulations for this algorithm, XY, DyAD, and Odd-Even routing 

algorithms showed a lower average delay and less hot spots for the first transpose traffic 

which is a more realistic traffic profile. 
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Figure 6. (a) The average power dissipation of the AntNet, DyAD and the XY 

algorithms. (b) The maximum power dissipation of the AntNet, DyAD and the XY 

algorithms. 
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