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A Data-Driven Approach for Understanding and Predicting
Engineering Student Dropout

Abstract

This is a research paper focused on identifying influential factors of student dropout. Students
who drop out of college can suffer negative effects on their wellbeing long after they leave
college. Many of these dropout students are dropping out in the first two years which highlights
the importance of identifying at-risk students early on. We analyzed data for the 1,754 students in
the 2014 undergraduate engineering cohort at a large public university. Of these 1,754 students,
12.6 percent dropped out. Ninety-two factors describe each student’s application information
(e.g., SAT), academic metrics, (e.g. course load, GPA), and demographic information (ethnicity,
age). Defining characteristics and significant predictors of at-risk students were identified using
three types of analyses: (i) statistical testing for comparisons, (ii) cluster analysis, and (iii)
logistic regression predictions. We first identify significant differences between graduate and
dropout populations with hypothesis testing. Then, we use clustering to identify subgroups
within the cohort and label each group according to a set of defining characteristics. Lastly,
significant predictors are extracted from a logistic regression model predicting eventual dropout.
Statistical testing for comparisons found that there was a lower proportion of female and
full-time students in the dropout population than those who graduated. Most dropout students
formed a separate cluster from the rest of the cohort, and the time of dropout influenced the
clusters formed within the dropout population. From the regression models, we learn that GPA
and passed credits are significant predictors in the first year, and race does not become a
significant predictor of dropout until the second year. The factors that influence dropout change
over time which emphasize the importance of dynamic dropout prediction models. The findings
from each phase of our analysis highlight the complexity of understanding the causes of dropout
and the importance of personalizing interventions for specific populations within a cohort.

Introduction

Nearly 20 million students attended American colleges and universities in Fall 2019, and roughly
625,000 of these students were enrolled in an undergraduate engineering program[1], [2]. Thirty
percent of engineering students drop out before the second year[3], and more than 60 percent of
dropouts occur in the first two years[4]. 10% of college students suffer from anxiety disorders[5],
while 20% meet the criteria for alcohol use disorder[6]. Additionally, most college students are
not actively seeking the help they need to manage these stressors, which negatively impact
graduation, employment, and financial health[5], [7], [8]. Students who drop out of college can
suffer negative effects on their wellbeing long after they leave college [9], [10].

In order to reduce the dropout rate, universities need to know which students are at risk and why
before they can intervene. Academic performance, admissions data, and student survey responses
have commonly been used to better understand dropout [9], [11]-[13]. Logistic regression,
neural networks, and decision trees are among the methods that have been used for dropout risk
prediction [3], [9], [14], [15]. While some studies have found that academic rigor is a contributor
to dropout, several studies have found that non-academic factors such as lack of confidence, lack
of teacher-student interaction, poor quality of teaching, and lack of belonging also affect a



student’s decision to drop out [10], [13], [16], [17]. Many studies have also found that a higher
proportion of ethnic minorities and women are dropping out, though a few studies have found
these demographic factors to not be as influential as other non-academic factors [10], [13], [17].

We propose a framework for better understanding dropouts from engineering before graduation,
which uses data commonly collected by universities and combines three educational data mining
approaches[18]: prediction, clustering, and relationship mining. Through our framework, we
focus on answering one primary question: Which students are at-risk of dropping out? To answer
this primary question, we can break down this primary question into six foundational questions,
which motivate the three phases in our framework: (1) Are there differences between dropouts
and graduates? (2) How do dropouts differ from the rest of the cohort? (3) What are the
predominant characteristics of the cohort? (4) What are characteristics of the dropout population?
(5) What are the dropout predictors? (6) How do dropout predictors change over time?

Our combined approach aims to identify distinct features of the dropout population and to extract
significant predictors of eventual dropout using student information systems (SIS) data collected
early on in a student’s academic career. This framework is built on a three-phase approach
involving (i) statistical testing for comparisons, (ii) cluster analysis, and (iii) logistic regression
predictions, where the earlier analyses inform the later ones. Specifically, we first identify
significant differences between graduate and dropout populations with hypothesis testing. Then,
we use clustering to identify subgroups within the cohort and categorize each group according to
a set of defining characteristics. Lastly, significant predictors are extracted from a set of logistic
regression models predicting eventual dropout with rolling time horizons. We demonstrate this
framework using an engineering cohort at a large public university, though this framework is
generalizable for other universities or academic years.

Data

This study analyzed data for 1,754 students in the 2014 undergraduate engineering cohort at a
large public university in the southeast. This cohort includes any undergraduate student who was
admitted to the College of Engineering in either the summer or fall of 2014 and who enrolled in
the fall 2014 semester. This year was selected for the beginning of the analysis to allow time for
graduation.

Ninety-two factors analyzed include demographic information, academic performance (e.g.,
GPA), academic program (e.g., major), course load (i.e., number of courses taken in a semester),
and academic success (e.g., graduated). Several of the variables are listed in Table 1, with a
complete list of factors found in Appendix Table A.1. Table 1 also indicates the phases of
analysis in which each variable was included.

Academic factors were updated on census date (ten days after the first day of classes) and on the
last day of the semester during each semester a student was enrolled. The census date is the last
day for tuition refunds due to dropping a course or changing from credit to audit. It is also the
last day for undergraduate students to drop from full-time to part-time and the last day to drop a
course without receiving a “W” grade.



Table 1. Abbreviated list of variables. An “x” in each phase column indicates that the variable
was included in the corresponding phase of analysis.
Phase Phase Phase

Label Type 1 N 3
Admitted in Fall 2014 Binary X X X
First term enrolled was Fall 2014 Binary X X X
Cumulative Term GPA for Career at End of Term Interval  x X X
Gender Binary  x X X
Reported Ethnic Group 1 (White) Binary X X X
Reported Ethnic Group 2 (Black or African American) Binary X X X
Reported Ethnic Group 3 (Hispanic/Latino) Binary X X X
Reported Ethnic Group 4 (Asian) Binary X X X
Reported Ethnic Group 5 (American Indian or Alaska Native)  Binary X X X
Reported Ethnic Group 6 (Not Specified) Binary  x X X
Reported Ethnic Group 7 (Native Hawaiian or Other Pacific .
Islander) Binary — x x x
Student in Two or More Races Binary  x X X
Tuition Residency Binary X X X
Academic Level - Term Start Interval  x X X
Engineering First Year Major Binary X X X
Mechanical Engineering Major Binary X X X
Age Interval  x X X
Academic Load at Census Date Nominal X X
F - Full-Time at Census Date Binary X
P - Part-time at Census Date (Anyone Less Than Full-Time) Binary  x
T - Three Quarter Time at Census Date Binary X
H - Enrolled Half-Time at Census Date Binary  x
L - Less than Half-Time at Census Date Binary X
N - No Unit Load at Census Date Binary  x
SAT Composite Score Interval  x X X
Dropout occurred after three years Binary X X
Dropout occurred after two years Binary X X
Dropout occurred within the second year Binary X X
Dropout occurred within the first year Binary X X
Student graduated Binary  x
Student dropped out Binary X X X

New freshmen are enrolled in the Engineering First-Year (EFY) major until they are admitted to
a specific engineering major, which is contingent upon them completing a set of general
engineering requirements and are assigned to a specific engineering major. New freshmen are
typically admitted to a specific engineering major at the end of the second year. The EFY major
indicator also informs us about transfer students, since less than three percent of transfer students
were EFY majors.



For this study, a “dropout student” is defined as an enrolled student who leaves the university
and does not return within six years from the time they first enroll. A “graduated” student is
defined as an enrolled student who completes a degree within six years from the time they first
enroll. Students who switch programs within the university and eventually graduate from a
non-engineering program are still considered a graduate of this cohort. Students who are
currently enrolled and still working toward a degree are only included in Phases 2 and 3 of our
analysis.

This research received approval from the Institutional Review Board at the university. The
results in this article comply with the data management plan for the research including that a
minimum number of entries is needed in published results.

Methodology

This framework for systematically classifying students involves a three-phase approach: (i)
statistical test for comparisons, (ii) cluster analysis, and (iii) logistic regression predictions of
eventual dropout. Figure 1 shows the relationship among each of the phases in the three-phase
approach. All analyses in this study were performed with SAS Enterprise Guide.
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Fig 1. Process flow for the three-phase approach.
Phase 1: Statistical Analysis

Interval variables for the dropout and graduate populations were compared using the
Kolmogrov-Smirnov (KS) test, Kruskal-Wallis test, and the two-sample z-test for comparing
means. Binary variables were compared using two-sample z-tests for equality of proportions.
Phase 1 variables indicated by an “x” in Table A.1 were recorded for the first term (fall 2014).
Note that in this phase we are comparing the students who have dropped out to students who
have graduated within six years. The students who are still working towards a degree have been
excluded from this analysis.



Phase 2: Cluster Analysis

Correlation analysis was used to identify significant multicollinearity. Highly correlated
variables were removed and all variables were normalized prior to cluster analysis. Preliminary
hierarchical cluster analysis was performed using the variables indicated in the Phase 2 column
of Table A.1. The Pseudo t* statistic, Pseudo F statistic, and Cubic Clustering Criterion (CCC)
were compared to determine the optimal number of clusters to use in K-means cluster analysis.
K-means cluster analysis was performed on both the entire cohort and the dropout population,
creating seven clusters within the cohort and six clusters within the dropout population.

Phase 3: Logistic Regression

Stepwise logistic regression models were developed to predict probability of dropout within six
years using five-fold cross validation. A significance level of 0.05 was used as the criteria for
variables both entering and staying in the model. Three types of prediction models were built
using the variables indicated by the Phase 3 column in Table A.1. Prediction model 1 includes all
the Phase 3 variables recorded for the first term (first-year fall or fall 2014). Prediction model 2
includes all the variables from regression model 1 plus those same variables recorded for the
second term (first-year spring or spring 2015). Likewise, Prediction model 3 includes all the
variables from the first-year fall and first-year spring terms plus those variables recorded for the
second-year fall term (fall 2015). All variables were normalized prior to building the models, and
all models predicted the same response (dropout within six years). Figure 2 depicts the three
predictions and the data used for each prediction.

Spring 2015 Fall 2015 Fall 2020
term start term start term start
1 1 | 1 L owows 1
| I |
Fall 2014 Fall 2014 Spring 2015 Fall 2015  Spring 2020
term start term end term end term end term end

Prediction model 1 First-Year Fall Data gl e R Rl e B R
Prediction model 2 First-Year Fall Data + First-Year Spring Data gEEE Rttt Rl
Prediction model 3 First-Year Fall Data + First-Year Spring Data + Second-Year Fall Data

Fig 2. Data used in each of the three logistic regression models to predict dropout within six
years. The data used for each term is listed in Table A.1.

To account for an imbalance in the low dropout response, the training set was balanced by under
sampling the students who did not drop out. Training sets with dropout proportions of 20, 30, 40,
and 50 percent were tested for each prediction model. All models were validated through
five-fold cross-validation with validation sets representative of the dropout proportion in the
original data. Five-fold cross validation produced five separate regression models for each
training set. Dropout prediction rate and average validation area under the ROC curve (AUC)
across these five models were used to select the best dropout proportion to use for each
prediction. For the best model in each prediction, factors that appeared in at least three of the five
models were presented as most important.



Results

Descriptive Statistical Analysis

A summary of the demographics and academic information collected for this cohort is shown in
Table 2. These variables are referred to by the labels as they appeared in the data. American
Indian/Alaska Native students and Native Hawaiian/Other Pacific Islander students were
combined in Table 2 for the purposes of reporting. Each of these three groups was considered

separately in analyses.

Table 2. Overview of demographics and academic information.

Variable Cohort (n=1754)

Age at beginning of Fall 2014 term (years) 18.9 (£0.15)
Gender

Male 76.7%

Female 23.3%
Race

White 78.5%

Black or African American 3.8%

Asian 9.0%

American Indian/Alaska Native, Native Hawaiian/Other Pacific

Islander, or Not specified 4.9%

Two or More Races 3.8%
Ethnicity

Hispanic/Latino 4.9%
Student Admit Type

Transfer 14.5%

New Freshman 85.5%
Residency

In-State 81.4%

Out-of-State 18.6%
First Semester Enrolled

Fall 2014 92.6%

Summer 2014 7.4%
Student Status

Graduated within six years 86.1%

Dropout within six years 12.6%

A similar summary of demographics and academic information collected for the dropout
population can be found in the Appendix (Table A.2). Table 3 displays a summary of the timing
of dropout among the dropout population in the cohort. Most students drop out during the spring
2015 term, and students who drop out before year three compose approximately 63% of the

entire dropout population.



Table 3. Number of dropouts in each term.

Term Number of Dropouts
Fall 2014 22
Spring or Summer 2015 48
Fall 2015 29
Spring or Summer 2016 37
Fall 2016 23
Spring or Summer 2017 22
Fall 2017 to Summer 2018 18
Fall 2018 to Summer 2020 23

Phase 1: Statistical Testing for Comparisons

66,9

Factors with significant differences are shown in Table 4. Values denoted by an “x” were
removed due to small sample size (less than eleven). All the factors with redacted values had a
significantly higher proportion in the dropout population than in the graduated population. Note
that part-time students include students who are enrolled in less than 12 credit hours (full-time
credit hour requirement) at the specified time of data collection.

Table 4. Summary of results from KS, Kruskal-Wallis, two-sample z-test for means, and
two-sample z-test for proportions, where “x” indicates values that cannot be shared due to small
sample size. Descriptive percentages are shown with significance indicated next to the variable
name. Variables are listed in decreasing order of statistical significance. Significance of interval
variables was reported based on the maximum p-value among the three tests.

Dropout
Variable (n=222) Graduated (n=1510)

First Term GPA*** 2.50 (£.13) 3.36 (+.04)
Full-Time at End of Term*** 89.40% 96.40%
Part-Time at End of Term*** 10.60% 3.60%
Less Than Half at End of Term*** X X

No Load at End of Term*** X X
Full-Time at Census** 93.40% 97.00%
Part-Time at Census** 6.60% 3.00%
Less Than Half-Time at Census** X X
Male** 84.10% 75.40%
Female** 15.90% 24.60%
Two or More Races** 6.20% 3.20%
Half-Time at Census* X 1.10%
African American* 7.00% 4.20%

*p < 0.1, ** p <0.05, *** p <0.001



First term GPA and academic load at the end of the term are the most significant differences
between graduated and dropout populations. Moreover, first term GPA, proportion of full-time
students, and proportion of females are significantly lower in the dropout population compared to
the graduate population, whereas proportions of part-time students, male, multiracial and African
American students are higher in the dropout population.

Phase 2: Cluster Analysis

From hierarchical cluster analysis, the optimal number of clusters to use in K-means cluster
analysis was found to be seven. The seven clusters from the K-means clustering are represented
by nine defining characteristics, which were ultimately used to label each cluster. The
importance of academic load, GPA, gender, and race in the clusters is consistent with the
findings in Phase 1. In Figure 3, GPA, academic load, and academic level are represented by
their standardized values. Transfer students cluster separately from the new freshman students, as
indicated by the low proportion of EFY students. Within new freshman and transfer clusters,
students who start in the summer cluster separately from those who start in the fall. Moreover,
out-of-state students and non-White students cluster separately among the new freshman students
who start in the fall.
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Fig 3a. Six of the seven clusters from the K-means cluster analysis for the entire cohort
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Fig 3b. Dropout cluster formed from the K-means cluster analysis for the entire cohort



While six of the seven clusters were dominated by graduated students, the “dropout cluster”
consists only of students who dropout and 71 percent of all dropout students in the cohort. This
cluster also has a lower average GPA compared to the other clusters.

Preliminary hierarchical cluster analysis on the dropout population (all 222 dropouts) identified
six clusters as the optimal number of clusters to use in K-means cluster analysis for the dropout
population. The K-means cluster analysis on the dropout population yielded the six clusters in
Figure 2 represented by nine defining characteristics. Similar to the cohort clusters, GPA,
academic level, gender, and race are also used to define the dropout clusters. Academic load,
however, is not a defining characteristic among the dropout clusters. Instead, the time the
dropout occurs relative to the third year characterizes these clusters. Within the students who
dropped out before the third year, transfer students (as denoted by the low proportion of EFY),
students who start in the summer, and out-of-state non-White students create separate clusters
from the in-state White students.

SUMMER (N=14)

% Fall Start
1

TRANSFER (N=35)
%IjallStarl

DROP OUT IN YEAR 3 (N=30)
% Fall Start
% Drop >3 .
yIs

% Drop >3
yrIs

08

GPA % Drop >3

yIs

08 GPA 08

GPA

0.6 06

0.4 04

% Drop <3
yrs

% Drop <3
yrs

Level 02 Level % Drop < 3 o

o yrs 0,

Level

% White % In-State % White % In-State % White % In-State

DROP

OUT BY
YEAR 3

% Drop <3

% First Year

IN-STATE WHITE (N=76)
% Fall Start
% Drop >3 L

08 %
yrs i

GPA
06 % 'y
04 &
02

___________ Level

yrs

% Male % First Year

OUT-OF-STATE NON-WHITE (N=20)
% Fall Start

% Drop > 3 yrs GPA

% Drop < 3 yrs Level

% Male % First Year

DROP OUT AFTER YEAR 3 (N=30)
% Fall Start
08

06
04

% Drop > 3 yrs GPA

% Drop < 3 yrs 03, Level

0

% White ", ¥ % In-State

% White

% In-State

% White

% In-State

"% First Year

%Male %First Year ~~ %Male

% Male % First Year

Fig 4. K-means clusters for dropout population
Phase 3: Regression Analysis

Recall that Prediction model 1 includes all the Phase 3 variables recorded for the first term. From
Table 5, we see for prediction 1 the fully balanced model (50%) has a higher validation AUC
than the other balanced models and a higher dropout prediction rate than any other model. This
result for prediction 1 was similar for the first-year spring and second-year fall predictions
(Tables A.3 and A.4 in Appendix). Thus, the fully balanced models were selected for all three
predictions.



Table 5. Dropout prediction rate and validation AUC of unbalanced and balanced models for
prediction 1.

Training Set Validation AUC % Dropout Predicted
Unbalanced 0.763 13.6
20% Dropout 0.665 16
30% Dropout 0.663 19.5
40% Dropout 0.639 22
50% Dropout 0.761 63.4

The distribution of significant factors that appeared in any of the 5 fully balanced models for the
first-year fall prediction is shown in Figure 5a. Figures 5b-c show similar figures for predictions
2 and 3. Out of ten significant predictors that appeared across five models in prediction 1, the
mechanical engineering indicator appears in a majority of the models, and GPA and passed
credits appear in all models. Eleven significant predictors appeared in prediction 2, but none of
the factors appeared in all the models. Enrolled credits in first term and second term GPA
appeared in four of the models and passed credits in first term appeared in three models. In
prediction 3, 8 predictors were significant. Of these eight, second term GPA appeared in all
models, and indicators for EFY major, Hispanic, and Asian students appeared in most of the
models.
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Fig 5a. Frequency of all significant predictors across five fully balanced models for prediction 1.



Frequency of Significant Predictors in Prediction 2
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Fig 5b. Frequency of all significant predictors across five fully balanced models for prediction 2.

Frequency of Significant Predictors in Prediction 3
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Fig 5c. Frequency of all significant predictors across five fully balanced models for prediction 3.



The average coefficient values for the most important factors across all five fully balanced
models in each prediction are shown in Figure 6. GPA is highly significant for all three models.
The number of credit hours passed in the first term significantly reduces the likelihood of
dropping out for predictions 1 and 2. The number of credit hours a student is enrolled in on the
census date of the first term also has a significant positive relationship with the likelihood of
dropout in prediction 2. In prediction 1, mechanical engineering majors were more likely to drop
out than other engineering majors. In prediction 3, Asian students and Hispanic students are less
likely to drop out than other students. Furthermore, EFY majors were less likely to drop out than
other engineering majors.
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Figure 6. Average logistic regression coefficients for the most important predictors for the three
fully balanced regression predictions.

Tables 6a-c present the contingency matrices for the three regression models. With only first
term information, we were able to correctly predict 63 percent of the dropout students. Adding
two more terms of information to the model increased the dropout prediction accuracy to 69
percent. Sensitivity to dropout increases as more information is used for predicting, while
specificity is similar for the first two prediction models but lower for the third prediction.
Prediction 2 has the highest AUC value among the models.

Table 6a. Contingency matrix for prediction 1 (n = 1745)

Predicted Dropout Predicted Graduate
Actual Dropout 130 75
Actual Graduate 330 1210
AUC =0.761 Sensitivity = 63% Specificity = 79%

Table 6b. Contingency matrix for prediction 2 (n = 1685)

Predicted Dropout Predicted Graduate
Actual Dropout 117 58
Actual Graduate 338 1172

AUC =0.798 Sensitivity = 67% Specificity = 78%




Table 6¢. Contingency matrix for prediction 3 (n = 1510)

Predicted Dropout Predicted Graduate
Actual Dropout 79 35
Actual Graduate 414 982
AUC =10.761 Sensitivity = 69% Specificity = 70%

From Phase 2, it is apparent that the timing of the dropout relative to the third year is important.
Table 7 compares the predictive performance for “early” dropout (dropout before the third year)
and “late” dropout (dropout in the third year or later). The ability to predict early dropout
increases from prediction 1 to prediction 2 but decreases from prediction 2 to the prediction 3.
The ability to predict late dropout steadily increases from prediction 1 to prediction 3.

Table 7. Comparison of prediction accuracy for dropout before the third year and prediction
accuracy for dropout in the third year or later.

% Dropout before Year 3 % Dropout Year 3 or

Prediction Model Predicted Correctly Later Predicted Correctly
Prediction 1 70.8 50.7
Prediction 2 71.6 61.1
Prediction 3 67.3 71.2

Discussion
Are there differences between dropouts and graduates?

In Phase 1, we see that dropouts and graduates differ significantly in terms of first term GPA and
academic load. The dropout population also had a higher proportion of male students than female
students, which suggests that male engineering students are dropping out at a higher rate than
their female peers.

How do dropouts differ from the rest of the cohort?

Academic load appears throughout the three phases of analysis. In the first phase, we learn that a
higher percentage of part-time students, particularly those who are less-than-half-time at census
or at the end of the term, dropout at a higher rate. Phase 2 also identifies academic load as a
defining characteristic. In the third phase, we also see that as more credit hours are taken,
particularly above 12 credit hours, students are more likely to drop out. This could suggest a
non-linear relationship between academic load and likelihood of dropping out and differences in
reasons for dropping out between full-time and part-time students. Part-time students typically
have a weaker sense of belonging to the university and require better time management for
balancing academics with other commitments (e.g., work, family) than full-time students which
has been shown to affect dropout risk [19]-[21]. Simultaneously, costly education has driven
more full-time students to work while in school, which can negatively affect the number of credit
hours passed during a term and increase dropout risk if a student is working over 20 hours a



week [22]. Additionally, students who receive federal financial aid (loan, grants, work study)
tend to finish sooner than students who are only receiving financial support from family or a
private scholarship [23]. While we have not included financial aid status in our study, our
findings may have implications for understanding dropout in students as a function of financial
aid. This is an area for future study.

What are the predominant characteristics of the cohort?

Aside from dropping out, race, transfer status, and whether a student starts in the fall or summer
appear to be the predominant characteristics defining student segments within the cohort. Hence,
universities should consider these characteristics when personalizing interventions for different
segments of the student population.

What are characteristics of the dropout population?

The importance of the timing of dropout is highlighted by the cluster analysis on the dropout
population. Students who drop out during the third year cluster separately from those who drop
out before the third year and from those who drop out after the third year. The significance of the
third year may be related to the challenging curriculum often presented in the third year as
students transition from first-year engineering to an engineering major taking more classes
within their major. This third-year effect could also explain why the second-year prediction
model finds that transfer students are more likely to drop out. Since many transfer students must
be at least at a sophomore academic level in terms of completed credits, these students would be
enrolled in a “third-year” curriculum in their second year as part of this cohort.

What are the dropout predictors?

Consistent with the literature, GPA is a significant predictor of dropout across all three phases[3],
[9]. Moreover, the effect of the first term GPA (and later, the second-term GPA) continues to
persist over time. Similarly, the credits passed in the first term has an important relationship with
dropout risk, and this also persists over time. These two results together emphasize the
importance of the first semesters in the program and of early intervention.

Race appears in both the statistical testing for comparison and cluster analysis as an important
factor. However, race only appears as an important factor in the second-year logistic regression
models (prediction 3). This suggests that other variables may be picking up some of the
importance in the regression models. Our findings do show that African Americans may be at
higher risk for dropout than other populations in the analysis such as Whites and Asians.

In contrast to Phase 1 and Phase 2, mechanical engineering was an important predictor in the
first-year fall prediction in Phase 3. Many reasons could explain the importance of this predictor.
For instance, students may initially choose mechanical engineering with limited knowledge of
the field (or other engineering majors) and then find that mechanical engineering does not fit
with their interests. The importance of mechanical engineering should be analyzed across other
cohorts and universities to get a better understanding of its general influence on dropout.



How do the dropout predictors change over time?

Unlike predictions 1 and 2, all the important predictors in prediction 3 indicate students who are
less likely to drop out. The importance of the EFY indicator suggests that transfer students are
more likely to drop out. Race and ethnicity are only important factors in prediction 3 and
highlight those students who are less likely to drop out. However, as shown in Figure 5b, race
and ethnicity did appear as significant factors in one of the prediction 2 models. First year
dropout is influenced by the number of credits passed in the first term and GPA, but race and
ethnicity become more influential once students reach the second year.

Since most of the students who eventually drop out tend to drop out before the third year,
prediction in the first two years is critical. Our prediction models further suggest that prediction
in the first term is especially critical. The number of credit hours passed in the first term has a
greater influence on dropout risk after adding data from the first-year spring term. Similarly, the
number of credits enrolled in for the first-year fall term was not important in prediction but is
important in prediction 2 after adding data for another term. This relationship could be a
surrogate for non-academic factors such as self-efficacy or confidence, which have been found to
be significant predictors of dropout in other studies [14], [15]. For instance, students who pass
more credits in the first term might feel more confident in their academic performance in the
second term than students who enroll in a higher number of credits but do not perform as well or
pass as many. The importance of these first-term factors suggest that behavior exhibited in the
first term still affects a student’s dropout risk in later terms.

According to Table 6b, prediction 2 is best at predicting dropout. With nearly 50 dropouts
occurring in the second term (Table 3), the number of dropouts that occurred in the third term or
later is much smaller and thus reduces the fully balanced training set size for prediction 3. This
could explain the decrease in overall prediction accuracy for prediction 3. Moreover, as the
proportion of dropout students in the cohort decreases with each term, the fully balanced model
becomes more prone to overpredicting the dropout response. This could explain the decrease in
specificity for prediction 3 and the higher AUC for the unbalanced model compared to all of the
balanced models. Though the fully balanced training sets tend to overpredict the dropout
response, underpredicting the dropout response could prevent students at risk of dropping out
from being identified as someone in need of help and from eventually receiving the help they
need.

Limitations and Future Work

While this study presents a case study of a single cohort of students from a single institution, we
believe the framework is generalizable and may be applied to additional cohorts and institutions.
The performance of the framework in this study may be limited by the information that had been
accessible at the time and the size of the sample. Financial aid information will be included in
future work, as well as other data (housing, high school information, and psychological factors,
etc.) as they become available. Additional cohorts can be added to increase the sample size and
training set for the predictions, which is especially needed for prediction 3 when almost a third of
dropouts have already occurred. Since this study only presents results from a single cohort, the
results may not be generalizable to engineering cohorts at other universities or from other



academic years. However, many of our findings (e.g., the importance of GPA and the timing of
dropout) agree with other findings in the literature and are likely generalizable.

Conclusion

With the framework described in this paper, we can identify factors that distinguish dropout
students from those who graduate only using data from the first term. We then use a set of
prediction models-- each updated with additional data from the next term-- to verify which of
these characteristics are significant predictors of dropout and to understand how the significance
of these factors changes over time.

Surprisingly, we find that the information available from the first semester enables identification
of a large proportion of the at-risk students. Most dropouts occur in the first-year spring term,
and students who dropout around the same time relative to the third year behave similarly.
Academic load and GPA are consistent predictors of dropout; however, race does not become a
significant factor until the second year which suggests influential factors of dropout can change
over time. Furthermore, first-term GPA and credits passed in the first-year fall term are still
significant after adding information from the first-year spring term. Mechanical engineering is a
significant predictor of dropout for this cohort, but this factor should be explored across other
cohorts and universities. The overall power of prediction will likely be enhanced further as
additional data sources are obtained for analysis. These findings also show the importance of
activities that occur during the first year at a university.

While influential factors identified in the three phases are consistent with the current literature,
our findings highlight when these factors are significant. This further suggests the potential for
dynamic dropout prediction models and highlights the importance of fine-tuning dropout models
for specific populations within a cohort and for specific time periods. This work also sets the
foundation for the deeper work where we look at specific types of interventions and simulate the
results of applying interventions and personalized approaches.
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Appendix

Table A.1. Complete list of variables in original dataset.
Phase Phase Phase

Variable Label Type 1 ) 3
ADMIT 2146 Admitted in June 2014 Binary X X X
ADMIT 2147 Admitted in July 2014 Binary X X X
ADMIT 2148 Admitted in Fall 2014 Binary X X X
STRM_FIRST 2146 First term enrolled was June 2014 Binary X X X
STRM FIRST 2147 First term enrolled was July 2014 Binary X X X
STRM_FIRST 2148 First term enrolled was Fall 2014 Binary X X X
Egg—NC—REG—STA Registration Enrolled Status Nominal  x X X
EOT CUM_GPA Cumulative Term GPA for Career. Interval  x X
EOT CUR _GPA Current Term GPA Interval X
NC GENDER Gender Binary X X X
NC_EGI1 Reported Ethnic Group 1 (White) Binary  x X X
Reported Ethnic Group 2 (Black or .

NC_EG2 African American) Binary x x x
Reported Ethnic Group 3 .

NC_EG3 (Hispanic/Latino) Binary X * *

NC EG4 Reported Ethnic Group 4 (Asian) Binary X X X
Reported Ethnic Group 5 (American .

NC_EGS Indian or Alaska Native) Binary — x x x
Reported Ethnic Group 6 (Not .

NC _EG6 Specified) Binary X X X
Reported Ethnic Group 7 (Native .

NC_EGT Hawaiian or Other Pacific Islander) Binary — x x x

TUITION_ RES Tuition Residency Binary  x X X

égAD—SUBPLAN—F Student has academic subplan Binary  x X X

i%TV_I::f OT_CUMUL Total Cumulative Units at End of Term  Interval  x X X

EOT TOT PASSD_ Total Passed Toward GPA at End of

- - - Interval  x X X

GPA Term

EOT TOT PASSD  Total Passed Not Toward GPA at End of Interval  x

NOGPA Term

EOT TOT PASSD P Total Passed Not Toward GPA at End of Interval

RGRSS Term © X

lé(;g_TOT_TAKEN_ Total Taken Toward GPA at End of Term Interval x X X

EOT TOT TAKEN Total Taken Not Toward GPA at End of Interval  x

NOGPA Term ©

EOT TOT TAKEN

PRGRSS Total Taken for Progress at End of Term Interval X



EOT _UNT AUDIT  Units Audited at End of Term

EOT _UNT TAKEN  Units Taken for Progress for Term at
PRGRSS End of Term

]é(;g_TRF_PASSED_ Transfer Passed for GPA at End of Term
EOT _TRF _PASSED  Transfer Passed Not for GPA at End of
NOGPA Term

EOT _UNT TAKEN  Units Taken Toward GPA for Term at

GPA End of Term
EOT UNT TAKEN  Units Taken Not Toward GPA for Term
NOGPA at End of Term

NC_EXT TRF NOG External Transfer Credit Taken not for
PA GPA

ACAD LEVEL BOT Academic Level - Term Start

AEBS Aerospace Engineering Major

BMEBS Biomedical Engineering Major

CEBS Civil Engineering Major

CEMBS Construction Engineering and
Management Major

CHEBS Chemical Engineering Major

CPEBS Computer Engineering Major

EEBS Electrical Engineering Major

EFY Engineering First Year

EGRBS Engineering Major

ENEBS Environmental Engineering Major

IEBS Indnstrial and Systems Engineering
Major

MEBS Mechanical Engineering Major

MSEBS Ma‘Ferials Science and Engineering
Major

NEBS Nuclear Engineering Major

AGE Age

NC HIGH ED REL Highest Education Level - Relationship
1 1
NC HIGH ED REL Highest Education Level - Relationship
2 2

Permanent Address in Northeast US

NORTHEAST US .
- Region
MIDWEST US Perrnanent Address in Midwest US
- Region
SOUTH_US Permanent Address in South US Region
WEST US Permanent Address in West US Region
OUTSIDE_US Permanent Address Outside US

CNSS_TOT CUMUL

ATIVE Total Cumulative Units at Census Date

Interval

Interval
Interval
Interval
Interval
Interval

Interval

Interval
Binary
Binary
Binary

Binary

Binary
Binary
Binary
Binary
Binary
Binary

Binary
Binary
Binary

Binary
Interval

Interval
Interval
Binary

Binary

Binary
Binary
Binary

Interval

ST T B R I

T T B

b

T B B

T T B

b

T B B

T T B

b



CNSS_TOT_PASSD_
GPA
CNSS_TOT_PASSD_
NOGPA
CNSS_TOT_PASSD_
PRGRSS
CNSS_TOT_TAKEN
_GPA

CNSS_TOT TAKEN
NOGPA
CNSS_TOT TAKEN
_PRGRSS
CNSS UNT AUDIT
CNSS UNT TAKEN
_PRGRSS
CNSS_ACADEMIC
LOAD
CNSS_ACADEMIC
LOAD F
CNSS_ACADEMIC
LOAD_T
CNSS_ACADEMIC
LOAD H
CNSS_ACADEMIC
LOAD L
CNSS_ACADEMIC
LOAD N

EOT ACADEMIC L
OAD

EOT ACADEMIC L
OAD_F

EOT ACADEMIC L
OAD_T

EOT ACADEMIC L
OAD H

EOT ACADEMIC L
OAD L

EOT ACADEMIC L
OAD N

EOT UNT PASSD
PRGRSS

NC_SAT TOTAL
DEGREE _CHANGE
MULTIRACIAL
DC_IN SPRING
DC_AFTER _4YRS

Total Passed Toward GPA at Census
Date

Total Passed Not Toward GPA at Census
Date

Total Passed for Progress at Census Date

Total Taken Toward GPA at Census Date

Total Taken Not Toward GPA at Census
Date

Total Taken for Progress at Census Date

Units Audited at Census Date
Units Taken for Progress for Term at
Census Date

Academic Load at Census Date

F - Enrolled Full-Time at Census Date
T - Three Quarter Time at Census Date
H - Enrolled Half-Time at Census Date
L - Less than Half-Time at Census Date
N - No Unit Load at Census Date
Academic Load at End of Term

F - Enrolled Full-Time at End of Term
T - Three Quarter Time at End of Term
H - Enrolled Half-Time at End of Term
L - Less than Half-Time at End of Term

N - No Unit Load at End of Term

Units Passed for Progress for Term at
End of Term

SAT Composite Score

Student changed Degree Programs
Student in Two or More Races
Dropout occurred in Spring Term
Dropout occurred after four years

Interval
Interval
Interval
Interval
Interval

Interval
Interval

Interval
Nominal
Binary
Binary
Binary
Binary
Binary
Nominal
Binary
Binary
Binary
Binary
Binary

Interval

Interval
Binary
Binary
Binary
Binary

b

T T B

T T B

>4



DC _AFTER 3YRS  Dropout occurred after three years
DC AFTER 2YRS  Dropout occurred after two years

DC BY IYR Dropout occurred within the first year
DC BY 2YR Dropout occurred within the second year
GRAD FLG Student graduated

DROPOUT FLG Student dropped out
Units Passed Toward GPA at End of

EOT PASSD GPA
- - Term

EOT PASSD NOGP Units Passed Not Toward GPA at End of

A Term

Binary
Binary
Binary
Binary
Binary
Binary

Interval

Interval

X X

X X

X X

X X

X

X X X
X X X
X X X

Table A.2. Overview of demographics and academic information for the dropout population.

Variable Dropout(n=222)
Age 19.4(.59)
Gender
Male 84.1%
Female 15.9%
Student Admit Type
Transfer 18.9%
New Freshman 81.1%
Race
White 72.7%
Black or African American 5.3%
Asian 8.4%
Native Hawaiian or Alaska Native, American Indian, Other or Not
specified 7.0%
Two or More Races 6.6%
Ethnicity
Hispanic/Latino 6.6%
Residency
In-State 79.7%
Out-of-State 20.3%
First Semester Enrolled
Fall 93.0%
Summer 7.0%



Table A.3. Dropout prediction rate and validation AUC of unbalanced and balanced models for
the first-year spring prediction.
Training Set Validation AUC % Dropout Predicted

Unbalanced 0.814 21.2
20% Dropout 0.762 26.3
30% Dropout 0.736 33.0
40% Dropout 0.750 45.3
50% Dropout 0.798 65.4

Table A.4. Dropout prediction rate and validation AUC of unbalanced and balanced models for
the second-year fall prediction.

Training Set Validation AUC % Dropout Predicted

Unbalanced 0.783 11.9
20% Dropout 0.702 12.7
30% Dropout 0.670 11.0
40% Dropout 0.659 12.7

50% Dropout 0.761 66.9




