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Abstract:

The variability and complexity of human needs and demands always lead to advancement in technology, new discoveries and hence, the need for technology transfer.

Probabilistic Design Methodology (PDM) is a computational simulation method based on simple engineering models. It is concerned with the probability of non-failure performance of structures or machine elements. This technology has been successfully applied to various loading conditions encountered during space flights. However, this technology is yet to be accepted in the industries. This paper uses PDM to demonstrate the role of students in the transfer of technology.

Included in the paper are overview of PDM, the different stages that are necessary in preparing students for effective technology transfer. Projects carried out by engineering students at Tennessee State University are used to illustrate the features of PDM and how students can be used as a means for the transfer of the technology to industries.

Introduction:

The effectiveness of any new technology is reflected in its usefulness. Its popularity depends on the application and success in transferring the technology.

One of the most important areas in engineering that requires precision and accuracy is engineering design. Engineering design mostly depended on deterministic design methodology. As a result, deterministic design has reached a very high level of sophistication to the point that modern computational techniques make it possible to determine the stresses, strain and displacement of complex structures. In deterministic design the contingency of failure is totally discounted, which leads to the choice of a high factor of safety.

Unfortunately, the design of structures are really clouded with uncertainties. The fact that deterministic design methodology does not account for uncertainties in a direct manner makes it impossible to know when a system is over-designed or vice versa. This fact has led to a more focus on PDM. PDM is increasing in popularity among researchers due to the fact that it takes into consideration reliability, optimization, cost parameters and the sensitivity of design parameters. Deterministic method, which is the most common design method in the design of machine elements lacks most of these features. Probabilistic design approach is concerned with the probability of non-failure performance of structures or machine elements. It is much more useful in situations where the design is characterized by complex geometry, possibility of catastrophic failure or sensitive loads and material properties. The PDM normally requires a lot of computation but the advancement in technology has reduced the rigors that normally accompany
most of the analyses involved. This method is used at the moment in a limited way due to the following 
facts:
1. Most people are unaware of the capabilities of the PDM and the available computer codes.
2. There is very little information available on most design parameters.

However there is a growing evidence that the PDM is beginning to attract more attention. The 
evidences include the growing number of reliability-oriented specialty conferences, short courses, sponsored 
research, research papers, and technical books.\textsuperscript{1-5} The PDM and the information it provides are becoming 
more widely understood and better appreciated.

This technology is not yet common in the industries. In order to transfer the technology effectively to 
the industries, students must participate in the program. The stages necessary for students participation in 
technology transfer can be outlined as follows:
1. Recruitment of students.
2. Teaching the students the new technology and equipping them with required tools.
3. Test their understanding of the technology by involving them in projects that will require the 
   application of the technology.
4. Sending students to industries that may need the technology.

Overview of PDM:

Probabilistic design approach is concerned with the probability of failure or preferably, reliability, the 
probability that a structure will realize the function assigned to it without failure. In a probabilistic 
structural analysis, the primitive (random) variables that affect the structural behavior have to be identified. 
These variables, which include temperature, material properties, structural geometry and loading conditions, 
must be described by their respective probability distributions. The amount of information contained in the 
output data is equivalent to the amount of information required for the input data. Some of the probabilistic 
analysis methods that have been developed are described by Rajagopal et al.\textsuperscript{6} These methods are:
1. Approximate evaluation of the mean and variance of functions through Taylor series 
   expansion
2. Monte Carlo simulation and variation
3. Limit State function approach
4. Hybrid approach in which the most probable point or directional information from limit state 
   function approach is used to reduce the sample space in simulation methods.

The analysis method applied in this demonstration is the limit state approach. This method requires the 
designer to define the limit state functions applicable to a given design problem. The limit state function or 
g-function is a function of a vector of basic random variables, \( X = (X_1, X_2, \ldots, X_n) \), with \( g(X) = 0 \) being the 
limit state surface that separates the design space into two regions, namely, the failure \((g \leq 0)\) and the safe 
\((g > 0)\) regions. Given the point probability density function (PDF), \( f_X(X) \), the probability of failure in the 
failure domain \( \Omega \) is,

\[
p_f = \int_\Omega -\int f_X(x) \, dx \tag{1}
\]

This multiple integral is difficult to evaluate directly for complicated g-function. It can be computed using 
a straightforward standard Monte Carlo procedure which is usually time consuming. The limit state 
function method applies the Most Probable Point (MPP) search approach (see figure 1). Several approaches 
are available to search for the MPP. One efficient method in use is the Advanced Mean Value method.
Computational Tool:

One of the software tools available for determining MPP and \( p_f \) is NESSUS. It has three different modules known as NESSUS/PRE, NESSUS/FEM and NESSUS/FPI. These modules are described by Shah et al.\(^{11}\). Incorporated into the NESSUS/FPI module is a sensitivity analysis program. The sensitivity analysis factors computed by this module indicate which random variables are crucial and require special attention. The equation employed for the sensitivity analysis is the Multi-factor Interaction Equation (MFIE) given by Shah et al.\(^{11}\). The general form of the equation is given by:

\[
\frac{M_p}{M_{p_0}} = \prod_{i=1}^{n} \left[ \frac{V_f - V_i}{V_f - V_0} \right]^a
\]  

(2)

Where

- \( M_p \) represents degraded material property,
- \( M_{p_0} \) represents reference material property,
- \( V \) denotes an effect and the subscripts \( O \) and \( f \) represent conditions at reference and final stages respectively.
- \( a \) and \( i \) are user-defined.

In order to prepare the students adequately for the technology transfer, they are taught how to write a simple program that will compute the approximate value of the MPP. The program is based on the following analysis:
Define a performance function for a system,

\[ g(x) = g(x_1, x_2, \ldots, x_n) \quad (3) \]

where \( X = (X_1, X_2, \ldots, X_n) \) is a vector of basic state variables of the system. The limit state function is defined as

\[ g(x) = 0 \quad (4) \]

In terms of reduced variates, \( X'_i \), the limit-state equation is

\[ g(\sigma_{X_i} X'_i + \mu_{X_i} + \sigma_{X_i}^* + \mu_{X_i}) = 0 \quad (5) \]

where

\[ X'_i = \frac{X_i - \mu_{X_i}}{\sigma_{X_i}}; \quad i = 1, 2, \ldots, n \quad (6) \]

First order interpretation:

The performance function \( g(X) \) is expanded in a Taylor series at a point \( x^* \), which is on the failure surface \( g(x^*) = 0 \); that is,

\[ g(X_1, X_2, \ldots, X_n) = g(x^*_1, x^*_2, \ldots, x^*_n) + \sum_{i=1}^{n} (X_i - x^*_i) \left( \frac{\partial g}{\partial X_i} \right)_* + \ldots \quad (7) \]

where the derivatives are evaluated at \((x^*_1, x^*_2, \ldots, x^*_n)\). But \( g(x^*_1, x^*_2, \ldots, x^*_n) = 0 \) on the surface; therefore

\[ g(X_1, X_2, \ldots, X_n) = \sum_{i=1}^{n} (X_i - x^*_i) \left( \frac{\partial g}{\partial X_i} \right)_* + \ldots \quad (8) \]

Note that,

\[ x_i - x^*_i \left( \sigma_{X_i} X'_i + \mu_{X_i} \right) - \left( \sigma_{X_i} X'_i + \mu_{X_i} \right) = \sigma_{X_i} (X'_i - x^*_i) \]
and

\[
\frac{\partial g}{\partial x_i} = \frac{\partial g}{\partial x_i'} \left( \frac{\partial x_i'}{\partial x_i} \right) = \frac{1}{\sigma_{x_i}} \left( \frac{\partial g}{\partial x_i'} \right)
\]

Then

\[
g(x_1, x_2, \ldots, x_n) = \sum_{i=1}^{n} (x_i' - x_i'')(\frac{\partial g}{\partial x_i'}) + \ldots
\]

In first-order approximation, that is, truncating the above series at the first-order term, the approximate value of the mean and the variance of the function \( g(X) \) (for uncorrelated variate) are:

\[
\mu_g \approx -\sum_{i=1}^{n} x_i' \left( \frac{\partial g}{\partial x_i'} \right) \quad \text{(10)}
\]

\[
\sigma_g^2 \approx \sum_{i=1}^{n} \sigma_{x_i}^2 \left( \frac{\partial g}{\partial x_i'} \right) = \sum_{i=1}^{n} \left( \frac{\partial g}{\partial x_i'} \right)^2 \quad \text{(11)}
\]

From equations (10) and (11) we obtain,

\[
\frac{\mu_g}{\sigma_g} = \frac{-\sum_{i=1}^{n} x_i' \left( \frac{\partial g}{\partial x_i'} \right)}{\sqrt{\sum_{i=1}^{n} \left( \frac{\partial g}{\partial x_i'} \right)^2}} \quad \text{(12)}
\]

The most probable failure point of this equation is

\[
x_i'' = -\alpha_i \beta
\]

in which \( \alpha_i \) are the direction cosines and is given by
The above analysis is summarized in the following simple numerical algorithm by Rackwitz

1. Assume initial values of \( x_i* \); \( i=1, 2, \ldots n \) and obtain

\[
x_i^* = \frac{x_i - \mu_{x_i}}{\sigma_{x_i}}
\]

2. Evaluate \( \frac{\partial g}{\partial x_i'} \) and \( \alpha_i' \) at \( x \)

3. From \( X_i' = \mu_{x_i} - \alpha_i' \sigma_{x_i} \beta \)

4. Substitute above \( x_i* \) in \( g(x_1*, x_2*, \ldots, x_n*) = 0 \) and solve for \( \beta \)

5. Using \( \beta \) obtained in step 4, reevaluate \( x_i'^* = -\alpha_i' \beta \)

6. Repeat steps 2 through 5 until convergence is obtained.

The above analysis can be adjusted for non-normal distributions and correlated variables.

**Students’ Involvement:**

Students were given projects that will require the application of NESSUS. They were also given assignments that required them to write a computer program based on the above numerical algorithm and to compare the results obtained with that of NESSUS. Tables 1 and 2 are the design input data for design examples 1 and 2. Figures 2 to 5 show the results obtained by students for defined performance functions. The results reflect some of the features of the PDM. Table 4 represents a comparison of the results obtained using NESSUS and the program written by students.

**Design example 1.** Design of a helical spring considering two failure modes where the limit state functions are defined as follows:

\[
g_{s*} = S - \left( \frac{8* D_m* F_o* k}{\pi D_w} \right)
\]  

(15)
Table 1 isthedesign input data for equations (15) and (16).

Table 1: Input data

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Distribution type</th>
</tr>
</thead>
<tbody>
<tr>
<td>S (psi)</td>
<td>1.30E+4</td>
<td>3.25E+2</td>
<td>normal</td>
</tr>
<tr>
<td>F₀ (lbs)</td>
<td>20</td>
<td>5</td>
<td>normal</td>
</tr>
<tr>
<td>Dₘ (in)</td>
<td>7.50E-1</td>
<td>7.50E-2</td>
<td>normal</td>
</tr>
<tr>
<td>Dₜ (in)</td>
<td>2.30E-1</td>
<td>2.30E-2</td>
<td>normal</td>
</tr>
<tr>
<td>Lₜ (in)</td>
<td>6</td>
<td>1</td>
<td>normal</td>
</tr>
<tr>
<td>G (psi)</td>
<td>1.12E+7</td>
<td>6.40E+4</td>
<td>normal</td>
</tr>
<tr>
<td>Nₙ</td>
<td>5</td>
<td>1</td>
<td>normal</td>
</tr>
</tbody>
</table>

where,

\[ g_\Delta = (L_τ*2.48e^{0.315(L_τ/D_m)}) - \frac{8*F_0*D_m^3*N_a}{G*D_w^4} \]  \hspace{1cm} (16)

The student studied the relationship between the probability of failure and the weight of the spring. This is presented in figure 2. Figure 3 is the curve of the probability of failure as a function of the coefficient of variance of the wire diameter. In figure 2 it is observed that the probability of failure decreases with increase in the weight of spring. It also illustrates that after a certain amount of increase of the weight, any further increase becomes ineffective. Figure 3 shows that the probability of failure increases with increase of the coefficient of variance of the wire diameter. In other words, the probability of failure increases as the uncertainty increases.
V = Poisson’s ratio of the gear material
MC = contact ratio
La = length of the line of action
Table 2 is the design input data for equations (17) and (18).

Table 2: Input data

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Distribution type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_k$ (psi)</td>
<td>30E+3</td>
<td>1.0E+3</td>
<td>normal</td>
</tr>
<tr>
<td>$W_t$ (lb)</td>
<td>650</td>
<td>20</td>
<td>normal</td>
</tr>
<tr>
<td>$F_w$ (in)</td>
<td>1.5</td>
<td>0.07</td>
<td>lognormal</td>
</tr>
<tr>
<td>$Y_f$</td>
<td>0.409</td>
<td>0.02</td>
<td>lognormal</td>
</tr>
<tr>
<td>$P_d$ (teeth/in)</td>
<td>8</td>
<td>1</td>
<td>normal</td>
</tr>
<tr>
<td>$E_p$ (psi)</td>
<td>30E+6</td>
<td>1.5E+6</td>
<td>normal</td>
</tr>
<tr>
<td>$E_g$ (psi)</td>
<td>14.5E+6</td>
<td>7.25E+5</td>
<td>normal</td>
</tr>
<tr>
<td>$R_i$ (in)</td>
<td>0.342</td>
<td>0.081</td>
<td>lognormal</td>
</tr>
<tr>
<td>$R_e$ (in)</td>
<td>1.069</td>
<td>0.20</td>
<td>lognormal</td>
</tr>
<tr>
<td>$L_a$ (in)</td>
<td>0.736</td>
<td>0.11</td>
<td>lognormal</td>
</tr>
<tr>
<td>MC</td>
<td>2.5</td>
<td>0.1</td>
<td>normal</td>
</tr>
<tr>
<td>$P$ (in)</td>
<td>0.392</td>
<td>0.1</td>
<td>lognormal</td>
</tr>
<tr>
<td>$S_g$ (psi)</td>
<td>55E+3</td>
<td>2.0E+3</td>
<td>normal</td>
</tr>
<tr>
<td>$V_\alpha$</td>
<td>0.292</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$V_g$</td>
<td>0.211</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

The student presented the sensitivity analysis and the probability of failure for each of the limit state functions as illustrated in figures (4) and (5).
A probability fault tree analysis method\textsuperscript{15} was applied in the computation of the probability of failure of the system. The system probability of failure, $P_e$, was found to be 0.0701.

**Design example 3.** Design of a cantilever beam considering only one failure mode where the limit state function is defined as:

$$g_D = \Delta_L - \frac{4QL^3}{Ebh^3}$$

(19)

Table 3 is the design input data for equation (19).

**Table 3: Input data**

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Distribution type</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta_L$ (in)</td>
<td>0.75</td>
<td>0.042</td>
<td>normal</td>
</tr>
<tr>
<td>Q (kips)</td>
<td>1.888</td>
<td>0.282</td>
<td>normal</td>
</tr>
<tr>
<td>L (in)</td>
<td>18</td>
<td>0.9</td>
<td>lognormal</td>
</tr>
<tr>
<td>E (ksi)</td>
<td>30E+3</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>b (in)</td>
<td>1</td>
<td>0.05</td>
<td>lognormal</td>
</tr>
<tr>
<td>h (in)</td>
<td>1.5</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

where,

$\Delta_L$ = deflection limit of beam  
Q = concentrated load on beam  
L = length of beam  
E = Young’s modulus  
b = with of beam  
h = height of beam  

Example 3 is analyzed using NESSUS and an equivalent program written by students. The results are summarized in table 4.

**Table 4: Table of Comparison**

<table>
<thead>
<tr>
<th>Method</th>
<th>Safety index</th>
<th>Prob. of Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Students’ program</td>
<td>2.53936</td>
<td>0.56880E-2</td>
</tr>
<tr>
<td>NESSUS</td>
<td>2.53557</td>
<td>0.56132E-2</td>
</tr>
</tbody>
</table>
Strategy:

The aim of this exercise is to involve the students in the program in such a way that they will have a full knowledge of the technology. The fact that the students can write their own programs means that they can demonstrate the technology in any industry even when the industry has no standard PDM software. It gives the students the opportunity to use any available computer hardware. It also makes it possible for industries to have a good idea of the features of the technology without much financial commitment.

Conclusion:

The steps necessary for preparing students to participate in the transfer of technology has been illustrated. The effectiveness of this participation depends on how well the students are trained in the new technology. In the case of PDM, the fact that the students are trained to write their own program reduces their limitations when they go to industries that do not have any standard PDM software. Most industries will be more willing to try a new technology that requires little or no capital commitment than when a huge capital is involved.
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