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Abstract

A dynamic parameter estimation experiment for first-order systems is described. A novel feature of the experiment is its accessibility for remote execution via the Internet. The concept of a remotely shared laboratory has been proposed as a way to use readily available communication facilities to share expensive laboratory facilities among several universities. The dynamic parameter estimation experiment described here is a prototype of remotely shared laboratory exercises that are safe and inexpensive.

1 Introduction

The concept of a remotely shared laboratory has been proposed previously [1] as a way to use readily available communication facilities to share expensive laboratory facilities among several universities. The laboratory at Bucknell University contains digital signal processing units from dSPACE corporation and Sun workstations. Each dSPACE unit [2] consists of four A/D and D/A channels and a digital signal processor. In addition, each dSPACE unit is directly connected to the Internet, which facilitates the remote access to the experiments. The dSPACE units can be programmed through Matlab, Simulink, or C language.

The objective of the experiment is to estimate the parameters (gain and time constant) of a first-order RC circuit by applying Taylor series from calculus, least-squares analysis, and statistical analysis of experiments. A program can be downloaded to the dSPACE unit through the Internet that applies a step function input to the circuit and then acquires the resulting time response. The circuit parameters are then estimated from the measured data using a recursive time-domain approach similar to that described in [3]. The user can execute the estimation procedure through the Internet interface and study aspects of its operation, such as convergence and performance with real data. A related frequency-domain parameter estimation procedure is described in [4].

2 Laboratory Environment

The laboratory hardware, software, and Internet connections include ten dSPACE DS1102 Miniboards and ten Sun SPARCstation 5 workstations [2, 5] as shown in Figure 1. The Miniboards and Sun workstations communicate through an Internet connection. Each Minibox and workstation has its own IP (Internet Protocol) address and is remotely accessible from any Internet site. The Internet access to the laboratory makes it possible to develop experiments that can be shared among several universities, as
proposed in [1]. The remotely accessible experiments should be designed so they can be executed without requiring human intervention in the laboratory.

Each Minibox contains a 40 MHz Texas Instruments TMS320C31 digital signal processor along with memory and input/output circuits. The other hardware components of the DS1 102 Minibox include the following:

- 128k x 32-bit memory
- two 16-bit and two 12-bit analog-to-digital converters (ADC)
- four 12-bit digital-to-analog converters (DAC)
- 16-bit digital input/output
- ethernet/Internet connections.

The Miniboxes are programmed using either C language or Simulink [7], a graphical interface to Matlab [6]. An additional software tool called TRACE [2] is used to debug Minibox programs and also to transfer measured data from the Minibox to the workstation. Measured data can be analyzed on the workstation using Matlab.

3 Experiment

A first order system unit step response is described by the equation

$$ y(t) = A \left(1 - \exp(-\alpha t)\right), \ t \geq 0 $$

where $A$ is the gain and $1/\alpha$ is the time constant of the system. The objective of this experiment is to estimate the values of $A$ and $\alpha$ recursively from the sampled data. That is, the estimates of $A$ and $\alpha$ are improved in real-time as each new data point is measured.

Following the approach presented in [2] and [3], we obtain a first-order Taylor series expansion of (1) about a point $(A_0, \alpha_0)$. Then we minimize the sum of squared differences between the measured data and the model.
The recursive algorithm begins with an initial estimate of $A = A_0$ and $\alpha = \alpha_0$. The next values of $A$ and $\alpha$ are computed by solving for the updates $\Delta A$ and $\Delta \alpha$ in (2)

$$
\begin{bmatrix}
\sum_{i=1}^{N} f_i^2 & \sum_{i=1}^{N} f_i g_i \\
\sum_{i=1}^{N} f_i g_i & \sum_{i=1}^{N} g_i^2
\end{bmatrix}
\begin{bmatrix}
\Delta A \\
\Delta \alpha
\end{bmatrix}
= 
\begin{bmatrix}
\sum_{i=1}^{N} f_i (y_r(t_i) - A f_i) \\
\sum_{i=1}^{N} g_i (y_r(t_i) - A f_i)
\end{bmatrix}
$$

where

$$f_i = 1 - \exp(-\alpha t_i)$$

and

$$g_i = A t_i \exp(-\alpha t_i).$$

The first order system used in the experiment is the RC circuit shown in Figure 2. The objective is to estimate the parameters $A$ and $\alpha$ by observing the output voltage $v_{out}(t)$ when the input voltage $v_{in}(t)$ is a unit step function. In this circuit, $A = R_0/(R + R_0)$ and $\alpha = (R + R_0)/(RR_0C)$. The parameter estimates are updated in real-time as each data point is measured. Data collection can be stopped when the estimates have converged.

4 Recursive Parameter Estimation Algorithm

The recursive algorithm is implemented using the following steps.

1. Make initial estimates $A = A_0$ and $\alpha = \alpha_0$.

2. Solve equation (2) for $\Delta A$ and $\Delta \alpha$ using the first three measurements, $y_r(t_1), y_r(t_2), \ldots, y_r(t_N)$ and with $N = 3$.

3. Obtain the new estimates of $A$ and $\alpha$ by forming $A = A_0 + \Delta A$ and $\alpha = \alpha_0 + \Delta \alpha$. If either value of $A$ or $\alpha$ is negative, then use the previous value.

4. Measure the next data point, increment $N$, and evaluate $f_i$ in (3) and $g_i$ in (4) for $i = 1, 2, \ldots, N$ using the new values for $A$ and $\alpha$.

5. Solve equation (2) for $\Delta A$ and $\Delta \alpha$, and go to step 3 until the stopping criteria is reached.
Three measurements are used in step 2 so that the estimates are not adversely affected by a single noisy measurement. Step 3 prohibits negative parameter values because they are impossible in the model (1). The algorithm is stopped when $AA$ and $\Delta \alpha$ are small.

A variation of the above algorithm is to always use the initial values $A_i$ and $\alpha_0$ in the equations (2), (3), (4), resulting in a much simpler implementation with less real-time computation. However, convergence of this variation is much more dependent on the choice of initial conditions. Students can investigate this tradeoff between computational complexity and convergence.

5 Real-Time Implementation and Internet

The dSPACE hardware is used to generate the step input and measure the output voltage as shown in Figure 3. A train of step input signals are generated by the digital-to-analog converter (DAC), and the analog-to-digital converter (ADC) measures both the input and the output voltage of the circuit.

![Figure 3: Block diagram for connection of dSPACE hardware to the RC circuit.](image)

The parameter estimation algorithm is implemented in a C program and downloaded into the dSPACE hardware. The simulated and real-time performance of the algorithm are shown in Figures 4 and 5, respectively. The circuit component values in Figure 2 are $C = 50 \mu F$ and $R = 500 \Omega$ with $R_0 = \infty$. The expected parameter values are $A = 1$ and $\alpha = 40$. The initial values of $A$ and $\alpha$ in both the simulation and the real-time execution are $A_i = 0.5$ and $\alpha_0 = 32$, and the sampling rate is 1000 samples per second.

The simulation in Figure 4 converges after only 6 time steps. The real-time execution in Figure 5 converges to the values $A = 0.98$ and $\alpha = 41.28$, but more than 6 iterations are needed due to measurement noise. Figure 6 shows that the model in (1) with the parameter values $A = 0.98$ and $\alpha = 41.28$ obtained after convergence in Figure 5 provides a good fit to the measured data. The measured data reaches a final value that is less than 1 volt because the DAC loads the circuit and produces an effective $R_0 = 100 k \Omega$ in the circuit of Figure 2.
Figure 4: Simulated convergence of $A$ and $\alpha = \text{alpha}$ with noiseless data.

Figure 5: Trace of measured output voltage and convergence of $A$ and $\alpha$ during real-time execution.
Figure 6: Measured output voltage and the model (1) evaluated with $A = 0.98$ and $\alpha = 41.28$ obtained from the real-time trace in Figure 5 after convergence.

The measured data presented in Figures 5 and 6 was acquired through an Internet connection to the dSPACE hardware, and the experiment itself was controlled through the Internet. Internet access to the experiment is currently available within the Bucknell University campus and through remote login (telnet) to a Bucknell University computer. The World Wide Web provides a more convenient interface for remote execution of the experiment, and we are currently developing a Web interface. The goal is to create a Web page that allows a remote user to execute the experiment, view the measured data, and download the measured data to the user’s host computer.

6 Summary

We have described a recursive parameter estimation method for first-order systems. The method reinforces and integrates mathematical and statistical techniques in an engineering experiment. In addition, students can simulate the convergence of the algorithm with noisy data, compare the model output with the measured data, test the convergence with various initial conditions, investigate the suggested variation of the algorithm for reduced computation, determine the effects of sampling time and the number of iterations on the convergence of the algorithm, and investigate the loading effects of the dSPACE hardware. The experiment is currently accessible via Internet if a remote user logs into a computer located at Bucknell University. We are developing a World Wide Web interface that will permit a remote user to execute the experiment and retrieve the measured data.
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1 Introduction

The concept of a remotely shared laboratory has been proposed previously [1] as a way to use readily available communication facilities to share expensive laboratory facilities among several universities. The laboratory at Bucknell University contains digital signal processing units from dSPACE corporation and Sun workstations. Each dSPACE unit [2] consists of four A/D and D/A channels and a digital signal processor. In addition, each dSPACE unit is directly connected to the Internet, which facilitates the remote access to the experiments. The dSPACE units can be programmed through Matlab, Simulink, or C language.

The objective of the experiment is to estimate the parameters (gain and time constant) of a first-order RC circuit by applying Taylor series from calculus, least-squares analysis, and statistical analysis of experiments. A program can be downloaded to the dSPACE unit through the Internet that applies a step function input to the circuit and then acquires the resulting time response. The circuit parameters are then estimated from the measured data using a recursive time-domain approach similar to that described in [3]. The user can execute the estimation procedure through the Internet interface and study aspects of its operation, such as convergence and performance with real data. A related frequency-domain parameter estimation procedure is described in [4].

2 Laboratory Environment

The laboratory hardware, software, and Internet connections include ten dSPACE DS1 102 Miniboxes and ten Sun SPARCstation 5 workstations [2, 5] as shown in Figure 1. The Miniboxes and Sun workstations communicate through an Internet connection. Each Minibox and workstation has its own IP (Internet Protocol) address and is remotely accessible from any Internet site. The Internet access to the laboratory makes it possible to develop experiments that can be shared among several universities, as
proposed in [1]. The remotely accessible experiments should be designed so they can be executed without requiring human intervention in the laboratory.

Each Minibox contains a 40 MHz Texas Instruments TMS320C31 digital signal processor along with memory and input/output circuits. The other hardware components of the DS1 102 Minibox include the following:

- 128k x 32-bit memory
- two 16-bit and two 12-bit analog-to-digital converters (ADC)
- four 12-bit digital-to-analog converters (DAC)
- 16-bit digital input/output
- ethernet /Internet connections.

The Miniboxes are programmed using either C language or Simulink [7], a graphical interface to Matlab [6]. An additional software tool called TRACE [2] is used to debug Minibox programs and also to transfer measured data from the Minibox to the workstation. Measured data can be analyzed on the workstation using Matlab.

3 Experiment

A first order system unit step response is described by the equation

$$y(t) = A(1 - \exp(-at)) \ , \ t \geq 0$$

where $A$ is the gain and $1/a$ is the time constant of the system. The objective of this experiment is to estimate the values of $A$ and $\alpha$ recursively from the sampled data. That is, the estimates of $A$ and $\alpha$ are improved in real-time as each new data point is measured.

Following the approach presented in [2] and [3], we obtain a first-order Taylor series expansion of (1) about a point $(A_0, \alpha_0)$. Then we minimize the sum of squared differences between the measured data and the model.
The recursive algorithm begins with an initial estimate of $A = A_0$ and $\alpha = \alpha_0$. The next values of $A$ and $\alpha$ are computed by solving for the updates $\Delta A$ and $\Delta \alpha$ in (2)

$$
\begin{bmatrix}
\sum_{i=1}^{N} f_i^2 & \sum_{i=1}^{N} f_i g_i \\
\sum_{i=1}^{N} f_i g_i & \sum_{i=1}^{N} g_i^2
\end{bmatrix}
\begin{bmatrix}
\Delta A \\
\Delta \alpha
\end{bmatrix}
= 
\begin{bmatrix}
\sum_{i=1}^{N} f_i (y_r(t_i) - A f_i) \\
\sum_{i=1}^{N} g_i (y_r(t_i) - A f_i)
\end{bmatrix}
$$

(2)

where

$$f_i = 1 - \exp(-\alpha t_i)$$

(3)

and

$$g_i = A t_i \exp(-\alpha t_i).$$

(4)

The first order system used in the experiment is the RC circuit shown in Figure 2. The objective is to estimate the parameters $A$ and $\alpha$ by observing the output voltage $v_{out}(t)$ when the input voltage $v_{in}(t)$ is a unit step function. In this circuit, $A = R_0/(R + R_0)$ and $\alpha = (R + R_0)/(RR_0C)$. The parameter estimates are updated in real-time as each data point is measured. Data collection can be stopped when the estimates have converged.

4 Recursive Parameter Estimation Algorithm

The recursive algorithm is implemented using the following steps.

1. Make initial estimates $A = A_0$ and $\alpha = \alpha_0$.
2. Solve equation (2) for $\Delta A$ and $\Delta \alpha$ using the first three measurements, $y_r(t_1), y_r(t_2), \ldots, y_r(t_N)$ and the model in (1) with respect to the parameters $A$ and $\alpha$. This process leads to the recursive algorithm described next.
3. Obtain the new estimates of $A$ and $\alpha$ by forming $A + \Delta A$ and $\alpha_0 + \Delta \alpha$. If either value of $A$ or $\alpha$ is negative, then use the previous value.
4. Measure the next data point, increment $N$, and evaluate $f_i$ in (3) and $g_i$ in (4) for $i = 1, 2, \ldots, N$ using the new values for $A$ and $\alpha$.
5. Solve equation (2) for $\Delta A$ and $\Delta \alpha$, and go to step 3 until the stopping criteria is reached.
Three measurements are used in step 2 so that the estimates are not adversely affected by a single noisy measurement. Step 3 prohibits negative parameter values because they are impossible in the model (1). The algorithm is stopped when $A_A$ and $A_a$ are small.

A variation of the above algorithm is to always use the initial values $A_0$ and $A_0$ in the equations (2), (3), (4), resulting in a much simpler implementation with less real-time computation. However, convergence of this variation is much more dependent on the choice of initial conditions. Students can investigate this tradeoff between computational complexity and convergence.

5 Real-Time Implementation and Internet

The dSPACE hardware is used to generate the step input and measure the output voltage as shown in Figure 3. A train of step input signals are generated by the digital-to-analog converter (DAC), and the analog-to-digital converter (ADC) measures both the input and the output voltage of the circuit.

![Figure 3: Block diagram for connection of dSPACE hardware to the RC circuit.](image)

The parameter estimation algorithm is implemented in a C program and downloaded into the dSPACE hardware. The simulated and real-time performance of the algorithm are shown in Figures 4 and 5, respectively. The circuit component values in Figure 2 are $C = 50 \mu F$ and $R = 500 \Omega$ with $R_0 = \infty$. The expected parameter values are $A = 1$ and $\alpha = 40$. The initial values of $A$ and $\alpha$ in both the simulation and the real-time execution are $A_0 = 0.5$ and $\alpha_0 = 32$, and the sampling rate is 1000 samples per second.

The simulation in Figure 4 converges after only 6 time steps. The real-time execution in Figure 5 converges to the values $A = 0.98$ and $\alpha = 41.28$, but more than 6 iterations are needed due to measurement noise. Figure 6 shows that the model in (1) with the parameter values $A = 0.98$ and $\alpha = 41.28$ obtained after convergence in Figure 5 provides a good fit to the measured data. The measured data reaches a final value that is less than 1 volt because the DAC loads the circuit and produces an effective $R_0 = 100 k\Omega$ in the circuit of Figure 2.
Simulated convergence of \( A \approx 0.9 \) and \( \alpha = \text{alpha} \) with noiseless data.

Figure 4: Simulated convergence of \( A \) and \( \alpha = \text{alpha} \) with noiseless data.

Trace of measured output voltage and convergence of \( A \) and \( \alpha \) during real-time execution.

Figure 5: Trace of measured output voltage and convergence of \( A \) and \( \alpha \) during real-time execution.
Figure 6: Measured output voltage and the model (1) evaluated with $A = 0.98$ and $\alpha = 41.28$ obtained from the real-time trace in Figure 5 after convergence.

The measured data presented in Figures 5 and 6 was acquired through an Internet connection to the dSPACE hardware, and the experiment itself was executed through the Internet. Internet access to the experiment is currently available within the Bucknell University campus and through remote login (telnet) to a Bucknell University computer. The World Wide Web provides a more convenient interface for remote execution of the experiment, and we are currently developing a Web interface. The goal is to create a Web page that allows a remote user to execute the experiment, view the measured data, and download the measured data to the user’s host computer.

6 Summary

We have described a recursive parameter estimation method for first-order systems. The method reinforces and integrates mathematical and statistical techniques in an engineering experiment. In addition, students can simulate the convergence of the algorithm with noisy data, compare the model output with the measured data, test the convergence with various initial conditions, investigate the suggested variation of the algorithm for reduced computation, determine the effects of sampling time and the number of iterations on the convergence of the algorithm, and investigate the loading effects of the dSPACE hardware. The experiment is currently accessible via Internet if a remote user logs into a computer located at Bucknell University. We are developing a World Wide Web interface that will permit a remote user to execute the experiment and retrieve the measured data.
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