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Abstract

Presented work is related to research performed in developing a “smart-room.” A smart-room can sense all voice activity within the room and pinpoint the source of the audio signal (speaker). The purpose of this audio sensing is two-fold: to monitor for key words, sentences, or phrases that are flagged as relevant by the monitoring entity as well as separation of all acoustic sources from each other (e.g., background noise from the speakers voice) Crucial requirement in successfully creating such a smart-room is the accurate (in terms of recognition performance), efficient (CPU and memory), and consistent recognition of speech (must work equally well for all speakers; i.e., speaker independent, as well as all acoustic environments). To achieve this goal it becomes necessary to develop tools that enable for advanced research in the area of speech processing, analysis and recognition, specifically in this case wake-up-word [WUW] recognition. In developing such a system numerous tests of various system models are necessary. Modules ranging from audio signal processing functions and feature extraction, voice activity detection, pattern classification, scoring algorithms, etc., must be combined in order to perform speech recognition. Thus, a major hurdle in this area of research is the analysis, testing, verification, and integration of the individual functions required for speech recognition. To address the analysis and testing issue an appropriate software tool is developed using MATLAB environment that enabled unified framework for tracking the performance of all necessary functions of WUW recognition system. This framework can also be used for testing algorithms and other software components performing speech analysis and recognition tasks. In addition to integrating all of the various components, testing environment can produce additional analysis data all appropriately presented as graphs, charts or images (e.g., spectrogram) that are useful when analyzing and/or troubleshooting such components that are under research. This testing environment has proven to be very useful in aiding research in development of “wake-up word” recognition technology. This tool thus has made research process much more efficient, accurate, and productive.

Introduction

The primary objective of presented work was to develop a speech recognition engine - analysis and testing environment in MATLAB. The problem encountered when working with speech recognition projects is the fact that the processed data comes in the form of a large collection of vectors (e.g., matrix) that typically represent energies of a speech sound at various frequency bands [1]. Developed testing utility is extremely useful because it provides visual representation of various complex parameters represented as patters, vectors or scalars extracted from time-dependent speech signal. In addition, there are various specific features, original or derived, that are traditionally difficult to analyze due to interdependency and time dependency. It is envisioned that the testing utility will greatly benefit future speech application developers due to its versatility and ease of extensibility. Other future uses include possible integration of the tool into newer versions of MATLAB.
To best describe the tool it is necessary to understand the architecture of typical speech analysis and recognition system. Thus the paper is organized as follows; first section depicts audio front-end module. Back-end of the system that contains speech recognition and scoring module of the system is described in section 2. Section 3 covers the details of the SAR-LAB; MATLAB tool kit. In section 4 development details of the implementation of the tool are presented. Conclusions derived from the experience of developing and using the tool is presented in section 5. Some possible enhancements that are planned in the near future are outlined in section 6.

1. **Audio Front-End**

WUW recognition system follows the generic functions depicted in the Figure 1-1. Speech signal captured by the microphone is converted into an electrical signal that is digitized prior to being processed by the WUW recognition system. The system also can read digitized raw waveform stored in a file. In either case raw waveform samples are converted into feature vectors by the front-end with a rate of 100 feature vectors per second – defining the frame rate of the system. Those feature vectors are used by the Voice Activity Detector (VAD) to classify each frame (i.e., feature vector) as containing speech or no-speech defining the VAD state. The state of the VAD is useful to reduce computational load of the recognition engine contained in the back-end. Back-end reports recognition score for each token (e.g., word) matched against a WUW model.

![Figure 1-1 High-level representation of a WUW Speech Recognizer.](image)

1.1 **Audio Acquisition**

Input to the system can be done via a microphone (live-input) or through a pre-digitized sound file. In either case the resulting input to the feature extraction unit, depicted in the Figure 1-1 as Front-End, is digital sound.

1.2 **Feature Extraction of the Front-End**

Feature Extraction is accomplished using standard algorithm for Mel Scale Frequency Cepstral Coefficients (MFCC). Features are used for recognition only when the VAD state is on. The result of feature extraction is a small number of coefficients that are passed onto a pattern
recognition algorithm. The feature extraction module generates a vector of these coefficients at regular intervals, and these coefficients represent the relevant properties of the audio signal at that point.

To perform any type of speech recognition, one of the first steps is to extract certain information about the speech signal in order to compare it to a model of some sort to see if what was said matches with a model representing basic phone (i.e., mono-phone, bi-phone, tri-phone or higher order context phone) certain word or even the whole phrase. There are number of ways in which to perform this feature extraction task [1], and the one used in the presented system is known as Mel Frequency scale Cepstral Coefficients (MFCC) [2]. This component is referred to as “front-end” of the whole system. The input to the front-end is a digitized speech signal and the output is a series of vectors that are representative of the signal. One may ask why such elaborate schemes to extract the frequency content of a particular sound are developed, since frequency content is merely given by the Fourier Transform of a certain signal. However, it is difficult to accurately compare two words in a meaningful way, or two sets of words when only looking at the pure frequency content of the two sounds in particular when considering that human auditory system is not equally sensitive to all frequency ranges [1].

All words have unique combination of sounds. However, the same word spoken by different people, or even the same person, can and will have different frequency distribution of the energies due to variation of resonances in the vocal tract caused by different physical characteristics of each person or different position of articulators of the same person at different times. Furthermore, timing of the uttered word is never the same even for the same speaker. With all the variability in a particular uttered word, it is not possible to perform a straight match between two word patterns (i.e., test word pattern may not have the same number of vectors composing it compared to the model). In addition, the factors introduced by a noisy environment (all real-life environments introduce some amount of noise) change the frequency content of the acoustic patterns, thus altering the word represented by the pattern of feature vectors as seen by the computer as compared to its corresponding stored model. Those issues are addressed by the front-end to normalize as much as possible the pattern of a word by removing effects of the additive as well as convolutional quasi-stationary noise.

MFCC is a pre-processing algorithm that attempts to capture sound characteristics that are like human auditory system. The Cepstral Coefficients are determined by taking the natural logarithm of the magnitude of the Discrete Fourier Transform of the input signal, and then obtaining the Inverse Discrete Fourier Transform of the resulting sequence. In mathematical notation, the coefficients are represented by the following equation where $X(e^{j\omega})$ represents Fourier transform of a windowed segment of the signal:

$$c_x = \frac{1}{2\pi} \int_{-\pi}^{\pi} \log|X(e^{j\omega})| e^{j\omega n} d\omega$$  

Typically, 12 coefficients ($c_1, c_2, ..., c_{12}$) are combined with the signal energy to produce feature vectors. However, more features can be produced by taking the first and second derivatives of these values in order to represent changes in the signal. In presented-front end total of 42 (14*3 = 42) features are generated.
The diagram below (Figure 1-2) illustrates the process of extracting the feature vectors from a digitized speech signal.

![Diagram of signal processing by the front-end.](image)

**Figure 1-2 Signal processing by the front-end.**

As can be seen from the above graph, by applying Mel-Scale, linear frequency of the signal content is transformed so that lower frequencies are more finely differentiated compared to higher frequencies. This mimics human hearing since human ear can differentiate better between two close sounds at lower frequencies (e.g., 200 Hz and 250 Hz) as compared to higher frequencies (e.g., 3200Hz and 3250Hz). Providing higher resolution of sounds in lower frequencies compared to higher frequencies make the recognition more accurate since it matches the relevance of each frequency band to human auditory processing. Furthermore, additional processing to this base procedure allow for reduction of convolutional noise (e.g., cepstral-mean normalization [3]).

### 1.3 Voice Activity Detector

The purpose of the voice activity detector (VAD) is to reliably detect the presence or absence of speech. This tells the front-end application, and thus correspondingly the backend, when and when not to process speech. The way in which this is typically done is by measuring the signal energy at any given moment. When the signal energy is very low, it suggests that no word is being spoken. If the signal energy spikes and stays at a high level for a considerable period of time, a word is most likely being spoken. Therefore, the VAD searches for extreme changes in the signal energy, and if the signal energy stays high for a certain amount of time, the VAD will go back and mark the point at which the energy changed dramatically. The energy of a signal is given by the following equation.

\[
E_x = \sum_{n=-\infty}^{\infty} |x(n)|^2 = \int_0^1 |X(\Omega)|^2 d\Omega
\]

In order to achieve a more accurate VAD discrimination, extracted features are also used and combined to generate a single VAD feature [4]. Appropriately combined features enable for simplified discrimination logic and more robust VAD.
2. Back-End and Dynamic Time Warping (DTW)

The simplest way to recognize a delimited word token is to compare it against a number of stored word templates and determine which model gives the “best match”. This goal is complicated by a number of factors. First, different samples of a given word will have somewhat different durations. This problem can be eliminated by simply normalizing the templates and the unknown speech so that they all have an equal duration. However, another problem is that the rate of speech may not be constant throughout the utterance (e.g., word); in other words, the optimal alignment between a template (model) and the speech sample may be nonlinear. The Dynamic Time Warping (DTW) algorithm makes a single pass through a matrix of frame scores while computing locally optimized segments of the global alignment path [5].

The resulting alignment represents the best warp in time between the reference word and the test word. By keeping track of back-pointers, the full alignment path can be recovered by tracing backwards starting from the last point in the matching matrix $(X, Y)$. An optimal alignment path is computed for each reference word template, and the one with the lowest cumulative score is considered to be the best match for the unknown speech sample.

![Figure 2-1 Simplified example of DTW matching of the model of the word “SPEECH” with the test token “SsPEEhH”](image)

3. SAR-LAB

MATLAB was used to integrate all of functional components of interest of the system into a unified testing environment. MATLAB was chosen due to its ability to quickly implement complex mathematical and algorithmic functions, as well as its unique ability to visually display results through the use of image plots and other such graphs. Also, we were able to develop a GUI in MATLAB to use as the command and control interface for all of our test components.
At the core of our testing environment is the backend pattern matching algorithm. One of the goals of the presented testing environment was to research the effectiveness of the back-end algorithm; more specifically, an implementation of Dynamic Time Warping (DTW). The algorithm is used to perform speech recognition of a series of words against a speech model. Both a MATLAB script and C++ implementation of the DTW algorithm was developed. The C++ implementation was also combined with a MATLAB mex gateway function in order to compile a MATLAB-compatible binary executable. This allowed for faster execution of our DTW algorithm and thus the testing environment may be used more efficiently. The numeric result(s) of our DTW algorithm is fed-back into our testing environment and displayed in the GUI.

In addition to displaying the results of the backend algorithm, SAR-LAB produces a number of useful plots, graphs, and images. It includes images of test and model feature cepstral coefficients, audio signal and its spectrogram. Furthermore, SAR-LAB loads (or alternatively) computes the warped path representing optimal matching path and displays it as a graph on a two-dimensional matching grid off all possible matches. In addition, a number of auxiliary plots such as VAD features and warped energies can be generated on demand through GUI interface.

SAR-LAB reads-in the information generated by the C++ MFCC based speech recognizer system. This feature allows for analysis of the system performance and aids research. For example one useful information loaded (on demand) by the utility is the state of VAD module. Based on that information SAR-LAB determines which specific samples of an input audio waveform indicate a change in the VAD state. This information is used to iterate through each word/token within a test audio signal, resulting in the ability for the test environment to execute DTW matching algorithm on multiple words/tokens within a test signal vs. a model of a word. For each word within the test signal, a corresponding score, set of graphs, etc, are generated.

3.1 **SAR-LAB GUI Description**

To allow for easy interfacing with the testing environment, we developed a MATLAB GUI [6]. This GUI serves as a visually appealing, user friendly interface to our test environment. All plots and produced data are displayed through one, unified GUI (see Figure 3-1). Control features within the GUI include the ability to move between two adjacent words/tokens in the input screen, and optional buttons for auxiliary plots. The GUI also accepts filenames and directories for all test signals, models, etc. These configuration options may be automatically read in from a configuration text file.

Developed GUI allows for seamless integration of additional various testing functions as needed. This greatly supports the goal of performing analysis of speech signals, front-end processing as well as back-end recognition algorithms in a much more efficient and productive manner by placing emphasis on the logical representation and visualization of results, thus making analysis much easier, and testing less troublesome.

This seamless integration was achieved by utilizing MATLAB’s GUI Development Environment (GUIDE), as well as the sharing of GUI-object meta-data generated by system’s functional test
MATLAB’s GUI allows for easy integration between various scripts, producing a more application-like feel for what would normally be a set of basic test harnesses.

Main SAR-LAB GUI is depicted in Figure 3.1. It contains various plots, spectrographic display and spectrographic like display of cepstral features. In addition it depicts the results of raw DTW matching of the baseline algorithm implemented in MATLAB code. In the lower left corner there fields depicting configuration file content that drives the GUI. This content can be edited offline and loaded or edited within the presented interface.

![DTW Recognition GUI](image)

**Figure 3-1.** Main Interface of SAR-LAB. The WUW Recognition System selected token (delineated with the markers and red wave file) and its raw matching score of a WUW example.

At the top left corner of the window of the main SAR-LAB is the cepstral plot of the model against which the test signal is being compared. A cepstral plot is necessary here since the model does not have an associated waveform or spectrum – it has been obtained through training process by means of generalized averaging of appropriate train cases. Since it exists only as a collection of cepstral coefficients vectors, this is the only direct way to visually represent the model. Below the cepstral coefficients vectors, this is the only direct way to visually represent the model. The current warp
refers to the part of the test signal that is being warped against the model at a particular instant in time. More on this will follow in the discussion pertaining to the test signal waveform. The score that is reported is the normalized score of the current warp. This represents the degree to which the test signal matches the model; the higher the score, the worse the match between the test and the model. The lowest score possible is 0, which indicates a perfect match between test and model. Realistically, this can only happen if the test signal features are the exact same as the model features. Below the score in the testing utility window are a group of input fields where the directories and filenames for the input arguments can be inputted. These directories and filenames are the location of the model and test feature files, as well as their respective names. The test feature file is generated by the feature extraction front-end. These directories and filenames can be specified by entering relative path names into the fields, or they can be read by a text file called gui_config.txt. This is the default configuration filename, and this can also be changed. The purpose of adding this function was to give the user a choice in the ways in which the input arguments can be loaded. Using a text file may be beneficial if the directories and filenames are fairly constant, thereby avoiding inputting the arguments in five separate fields.

Figure 3-2. Next word/phrase token (delineated with the markers and red wave file) and its raw matching score that is not a WUW.
The plot that dominates the window is the DTW warp path. It is the result of the back-end recognition, and it gives a visual representation of the degree to which a test signal matches with a given model. The more diagonal the plot, the better the match between the two. A perfect diagonal line coincides with a perfect match and a raw score of 0. This is shown as a reference as the green line on the plot. The red and blue lines are the results of two implementations of the DTW algorithm: one in C++ and one as a MATLAB script. Below the plot of the warp path is the cepstrum of the test features. This is analogous to the cepstrum of the model, and is used as a comparison method to the model. Below this cepstrum plot is a plot of the test signal’s spectrum. It is useful to see how this relates to the signal’s representation in the time domain, which is shown below its spectrum. The waveform is a regular audio signal waveform that has been modified so that it shows the current matching word/token/phrase in red and the rest of the signal in blue. The portion in red is the portion of the signal that is currently being warped against the model. There are vertical markers on either side of this word as further indication that is the current matching word. To the immediate left of this plot is a button labeled, “Go/Next Word.” This button initiates the start sequence of the DTW GUI and it also allows the user to move to the next word in the test signal. When the last word is reached, the program loops back to the first word when “Go/Next Word” is clicked. This allows the user to analyze the test an indefinite number of times.

3.2 SAR-LAB Additional Plots

The framework of the SAR allows for easy addition of various plots. A number of such additional are implemented with a drop-down list implementation that can be depicted in the right upper-corner of the Figure 3-1 and 3-2. This pull-down menu brings up separate figure windows, depending on the choice of plot. In each window, there are a number of unique plots which are all helpful in the analysis of a test/experiment. The first menu item labeled “VAD Feats + Energy” brings up the figure shown in Figure 3-3. The three plots shown in this window are the signal waveform, the VAD feature and the signal’s energy as computed by the recognition system. This information is very helpful in the analysis of the VAD and its functionality. It can be clearly shown in this example that when the speech starts in the waveform, it correlates to a spike in the signal energy and consequently, a spike in the VAD features.

The second item in the pull-down menu on the far right of main window is labeled “Cepstrums,” and it brings up a new figure as shown in Figure 3-4 and 3-5 of the corresponding to the two delineated segments of speech depicted in Figures 3-1 and 3-2 respectively. Each figure contains two sets of spectrographic like plots. First set from the top contains test and model cepstral features using their original time scale. Also note that the first two plots are the same cepstral plots as in the main window depicted in Figure 3-1 and 3-2 respectively. The second set of the features depicts optimally time-warped features to maximize their similarity. In other words both are compressed or stretched according to the degree of warping that takes place in DTW. As can be observed both test features and model features are warped appropriately by the DTW algorithm to achieve this goal (e.g., maximize similarity between patterns). In this case the test token does not contain the word against which model is being compared and thus the recognition is poor as indicated by a large matching score.
Figure 3-3. Supplemental analysis plots generated by selected from drop down list in the main GUI. First plot on the top depicts actual speech signal, followed by VAD feature and signal energy (i.e., c0).

Figure 3-4. Original sequence of test and model features in the top and second plot depicting the segment presented in Figure 3-1. Warped test and model features by DTW algorithm to maximize similarity.
The third menu item in the pull-down menu, labeled “Energies” brings up a new figure, as shown in Figure 3-6 and 3-7. This figure window contains four energy plots. The first plot is the energy of the current word, or as the plot title calls it, the energy of the current test token. This is the energy of the part of the signal that is shown in red in the main window. The second plot is the energy of the model. This stays the same even after cycling through the other words, or tokens, as expected since the model is constant for a given experiment. The third and fourth plots show the first two plots, but with a warping factor being introduced. This warping factor is the same as that shown in Figure 3-1 and Figure 3-2 respectively, and it is calculated by the current DTW warp. In this plot it is more clearly presented the operation of DTW.

![Figure 3-5 Original sequence of test and model features in the top and second plot depicting the segment presented in Figure 3-2. Warped test and model features by DTW algorithm to maximize similarity.](image)

4. **SAR-LAB Development**

4.1 **File Structure**

The overall file structure of SAR-LAB is fairly simple. Within the directory, there are a number of MATLAB-associated m-files and a ‘plots’ folder, which contains all additional plots used in SAR-LAB. Of these m-files, there are two which control SAR-LAB: dtw_gui.m and main.m. dtw_gui.m is the associated m-file to the dtw_gui.fig file, which is the MATLAB GUI file. Dtw_gui.m contains all the callback routines to all GUI objects found in the .fig file. A number of these callback routines involve calling main.m, which is the file that computes recognition and all its associated plots.
Figure 4-6. Original energy feature of the test token as well as energy feature of the model in the first two top plots. Bottom two plots depict warped test from the delineated segment depicted in Figure 3-1 and model feature.

Figure 4-7. Original energy feature of the test token as well as energy feature of the model in the first two top plots. Bottom two plots depict warped test from the delineated segment depicted in Figure 3-2 and model feature.
This file contains all the code to call various functions necessary in the loading and recognition phases of the process. The most important of these functions are located in separate m-files to ensure a degree of modularity. All of the plots shown on the main screen of SAR-LAB are computed within main.m. The additional plots shown in the pull-down menu on the far right of the main screen are called by main.m, and their code is in separate m-files residing in the ‘plots’ directory within the main directory.

4.2 MATLAB GUIDE Description
To understand how to modify SAR-LAB, it is necessary to have a basic grasp and familiarity with MATLAB’s GUIDE (GUI Development Environment). When a GUI is created using GUIDE, two files are generated upon saving: the .fig file of the actual GUI and the .m file associated with the .fig file. The .fig file basically shows the layout of all the GUI objects and the .m file contains all the callback routines for those GUI objects. When in GUIDE, the properties of any GUI object can be edited by double-clicking that object. This action brings up the property inspector. The ‘tag’ property of any GUI object is that object’s identifier within the associated m-file, and consequently, it is one of the more important attributes of an object. The callback routine for an object is located in the associated m-file under a function whose name is that of the tag of that object. MATLAB’s extensive help files contain plenty of information on GUIDE, including how to initialize, edit, and run a GUI. In addition to the help files, there are numerous books on how to use MATLAB which contain information on GUIDE [6].

4.3 Callback Functions File (dtw_gui.m)
The m-file associated with the MATLAB GUI (dtw_gui.m) contains all the callback functions for the buttons in SAR-LAB. These functions are all linked together with the ‘handles’ structure, which is a global structure that MATLAB uses to contain all the data for GUI objects. This structure can be used to share data within a file, or access GUI data, such as the string entered in a text field in the GUI. Since this structure is a global structure and it is already passed to all callback functions as an input argument by default, it is used extensively in our implementation of SAR-LAB. For example, once the file names and directories are obtained from the user via the text fields in SAR-LAB, the strings can be obtained from the handles structure, and this information is given another name and passed onto the main SAR-LAB file which performs all the recognition and plotting (main.m). In addition to sharing and accessing data from different GUI objects, the handles structure was used to set flags which would be tested in the recognition file. An example of such a flag is the word count flag, where SAR-LAB keeps track of the number of tokens in the input file and cycles through them each time the “Go/Next Word” button is pressed. This flag is initially set at -1 and upon every click of the button (including the first click), this value is incremented by two. It is incremented by two since every token is associated with two changes in the VAD state. This, along with other input arguments is used to call the function in the recognition file (main.m). Therefore, every time “Go/Next Word” button is clicked, or a plot from the pull-down menu is selected, the recognition file runs from the start with flags being set in a particular way according to the selection in the pull-down menu and the number of tokens in the input wave file.
4.4 Main SAR-LAB Recognition File (main.m)
This file contains all the code that performs the recognition between the input and test files. This file accepts as input arguments the file names of the input and test files, their directories, and the handles structure from the GUI file. The input and test data is then loaded and the variables for associated with that data are setup. Also, the current token of the input wave file is obtained. All this data is then fed to code that creates the plots for the input and test data. The data is also used by the code that computes and plots the DTW warp path. Finally, the file contains code that calls the functions for the additional plots in the pull-down menu. These plots are only activated by means of the flags setup previously in the callback file (dtw_gui.m).

4.5 Expandability
One of the unique aspects of SAR-LAB is its ability to be modified and tailored to the needs to any user. Since this GUI is based in MATLAB, expanding one of its current features only requires a rudimentary understanding of MATLAB programming and MATLAB GUIDE. The steps to add new plots are listed in point-form below.

Open the GUI file (currently named dtw_gui.fig) in MATLAB’s GUIDE program. This is done by typing “guide” in MATLAB’s command window and opening the existing dtw_gui.fig file. The GUI is then shown in MATLAB’s GUIDE as can be seen in Figure 4-1. From here, any plot displayed in the utility can be modified. One of the more useful ways to expand the utility is to add additional plots to the pull-down menu on the right side of the GUI. This pull-down menu is an object in the GUI and its tag is “select_plot_popupmenu.”

Figure 4-1. GUI Design using MATLAB GUIDE.
To edit the pull-down menu to add new plots, its string properties need to be edited. This is done by double-clicking the object in GUIDE to bring up the property inspector of that object. The property inspector for the pull-down menu is shown in Figure 4-2, along with the string properties window. The string properties window can be brought up by clicking on the icon to the immediate left of “Select Plot.” The name of any new plot can be added to the list in the string window.

Next, a callback routine for the new plot must be added to the associated m-file of the dtw_gui.fig file (this m-file is named dtw_gui.m). This file contains a function named “select_plot_popupmenu_Callback,” and under this function is a conditional switch statement that controls the plot selection from the pull-down menu in SAR-LAB. This switch statement contains cases which refer to the items contained in the pull-down menu. For example, “case 2” would refer to the “VAD Feats + Energy” plot. To add more plots to the pull-down menu, more cases would have to be added to the switch statement. A sample of a case is given in Figure 4-3 below.

The purpose of the switch statement is to specify cases in which certain flags can be toggled. For ease of implementation, the ‘handles’ structure was used to set flags in the main program of SAR-LAB (currently name main.m). The flag is set to 1, or high, if a certain case is selected, and this is then passed to the runMain function of dtw_gui.m. This function basically calls the script (main.m) that runs recognition and initiates the different plots. The flag information is passed to this script and it executes the code to generate certain plots depending on if a flag is 0 or 1 (ie. low of high). Once the main program is called, the flag that was set at the start of the case in the switch statement is then reset to 0.

Figure 4-2 Property inspector pull-down menu
Once the necessary changes have been made to the switch statement in the dtw_gui.m file, some code would need to be added to the main.m file in order for it to respond to any changes in the flags. This code should be added to the bottom of the m-file, and a sample of this can be seen below in Figure 4-4.

As seen above, the code to call a plot is only executed if the flag for that plot is set to 1. The code to generate any plot residing in the pull-down menu should be located under the ‘plots’ directory within the program’s directory. This code is user-defined and should be written to ensure compatibility with the rest of the SAR-LAB code (i.e. using input arguments that have already been calculated through the recognition in SAR-LAB).

Following these simple steps, the pull-down menu can be customized to almost any degree for numerous purposes. Furthermore, the plots are all called “on-demand,” meaning a user would not have to sift through enormous masses of data produced by unnecessary plots for a particular task. Instead, single plots can be called when needed to display the relevant information. A user would also be able to customize the number of plots, as well as the types of plots that are shown. With a modular approach to code of the utility, we have also ensured that any user may be able to tailor the program to their needs with minimal effort.
5. Conclusion

The presented work describing SAR-LAB tool achieved two important goals:

- Provides facilities that enable process of research and development in area of speech analysis and recognition much easier, and
- It turn out that it is a great educational vehicle for demonstration of the key concepts important to speech analysis and recognition.

It is expected that this testing utility to be of great benefit to development of current and future speech applications by providing visual analysis of speech patterns. SAR-LAB was designed to be practical and extensible. In doing so invaluable knowledge of the concepts of general speech, speech analysis and recognition and MATLAB application development was gained.

In any kind of research, one of the most useful tools is the ability to quickly and efficiently analyze the results of a test or experiment during development cycle. This analysis usually includes the examination of several different plots and graphs, all of which visually represent data generated from an experiment. In speech recognition, examples of such plots and graphs are signal waveform, signal energy, spectral information of a signal, cepstral information, and warping path. All these plots give valuable information to researchers since certain anomalies can only be detected in certain graphs when appropriately presented. Therefore, the ability to generate all these plots, as a diagnostic tool, in an efficient manner can be a great help to anyone performing any kind of research in speech analysis and recognition. Furthermore, the ability to swap out different modules of a speech recognition engine without having to redesign a testing platform is a very big asset. We have achieved this by first standardizing our interface of data. This essentially means that once an effective and robust testing utility is created, changing different parts of the engine can be done with a fair amount of ease if the data follows prescribed standardization. Thus, there is no need to design and build another test-bed only adding additional plots if and when necessary. Our testing utility performs such a function. It allows researchers in speech analysis and recognition to quickly analyze the results of a test without going through the trouble of recalibrating the whole utility. Furthermore, through the use of MATLAB’s GUI functions, interactivity and event driven functionality have been inherited. This tool also clearly emphasis the educational aspect and not only the benefit of the tool for research.

6. Future work

A natural extension to this tool is to enable it to analyze Hidden Markov Models (HMM’s) [7]. A major contribution would be in development of an intuitive way to display functioning of the HMM, similar to back-tracking path of DTW although with the addition of the HMM states. Further functional flexibility can be added or enhanced; for example generation on demand of a spectrographic slice from selected time instance of the speech, etc., would render the tool more flexible and useful. The tool performance can also be improved by not performing redundant computations or operations. Optimization of the code will speed up the tool and improve its usability for tasks that require large analysis data files. Recently this tool was found useful in analysis of signals generated by seismic sensors, ultimately aiding development of a recognition system capable of detecting events embedded in the signal.
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1 Wake-Up-Word [WUW] Recognition is defined as a Speech recognition task of:
Correctly responding to a specific word/phrase when spoken, and
Correctly rejecting all other words/phrases/sounds/noises as not being that WUW, while continuously monitoring all acoustic events.