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Abstract 

Researchers have long considered procrastination as a form of self-destructive behavior and a key 
factor in university students’ failure. However, procrastination may positively impact some 
students, so more factors must be considered to identify at-risk behavior. Early identification and 
intervention may mitigate the effects of procrastination and avoid failure. The goal of this study is 
to determine if a neural network model is appropriate to identify failure based on procrastination 
features and to determine if these procrastination features have a positive impact in increasing the 
model’s basic metrics. Data is based on all sections offered in a term for a core database course 
containing 345 students and more than 6000 data points. Using a 10-fold cross validation, we 
obtained 10 neural networks with an average accuracy of 89% and a 86% recall. An ablation 
experiment for procrastination features shows a 47% decrease in recall. 
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Introduction 

In the educational context, procrastination is a known student behavior which was studied for a 
long time. Almost all students will exhibit procrastination behavior in various learning situations. 
According to Steel1, 80%-95% of college students engage in procrastination, from which nearly 
50% with some negative consequences. As we will present in the next section, many studies are 
looking at the effects of procrastination on student learning and grades. While most of the students 
are negatively affected by procrastination, there are cases in which it might have a positive effect. 
In this study, we investigated how to build a neural network model that will consider 
procrastination features and will be able to predict early in the course if the procrastination will 
have a negative impact. Moreover, we will analyze if the procrastination features impact the model 
metrics. Providing a customized way to build a procrastination model for a course is very useful 
because it allows the instructor to identify and intervene early to avoid long-term negative effects 
of procrastination.  

We will address two main hypotheses. The first hypothesis is looking if a prediction model is 
possible:  

Given student data that can be extracted from a typical learning management 
system (LMS), it is possible to build a neural network model based on 
procrastination features that will predict if a student is unsuccessful in a course with 
a reasonable accuracy of 90%. 
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We selected 90% as the accuracy threshold because we expect some borderline errors, but we want 
to minimize such errors. For example, imagine a student who failed or passed with just 0.1% 
difference in the course grade. Such a student will easily be missed by any model. Moreover, 90% 
will miss categorize around 3 students in a class of 30 students, which is reasonable for early 
intervention.  

The second hypothesis that we will address is that the procrastination features positively impact 
the model metrics, especially regarding accuracy and recall. The recall is important because it 
measures the false negatives, representing the students who will fail the course but were not 
identified.  

Given a neural network model using procrastination features, a new model 
constructed without the procrastination features will have a significant lower 
precision or recall.  

While we address these hypotheses for a particular course, we designed the experiment to be easily 
adaptable for any course, allowing the proposed methods to be reused. 

We start by describing current research studies on the effects of procrastination on student learning 
and course grade and how a procrastination model can be built to predict such effects. Then, we 
discuss what features can be extracted to assess procrastination based on a typical learning 
management system. We continue with a description of the course being studied and the collected 
data available. To prove that a model can be built, we perform a tenfold cross-validation 
experiment, building and evaluating ten different neural networks. The results were analyzed, and 
the average metrics obtained (around 90% accuracy and recall) demonstrate that the proposed 
model architecture will provide reasonable results independent of the training data. Next, we 
confirmed that the procrastination features have a determinant role in the developed models by 
performing an ablation experiment in which we built neural network models without the 
procrastination features and compared the metrics of the corresponding models.  We conclude with 
a discussion of limitations and relevance of the obtained results and propose future steps. Also, 
information on how to obtain the code and its documentation is provided, allowing the experiment 
to be easily replicated on different course data. 

Procrastination: Definition, Detection and Effects 

In previous studies, there are various but similar definitions of procrastination. Lay defines the 
procrastination as “the tendency to postpone that which is necessary to reach some goal.2,3” 
Solomon et al.4 define procrastination as “the act of needlessly delaying tasks to the point of 
experiencing subjective discomfort.” Ellis and Knaus5 consider that “it usually stems from and 
includes several emotional difficulties […] [you] choose needlessly and foolishly to harm yourself 
or them [others]5 (p. 14).” Silver and Sabini6 also regard it as an “irrational delay”. We do not 
advocate for one definition or another but have an inclusive view trying to look at the 
procrastination features from various perspectives.  

While our subjective observation saw an increase in procrastination attitude, we did not identify 
recent studies to assess the prevalence of procrastination in college students and how it evolved 
during COVID years. However, previous research indicates a prevalence of procrastination in the 
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general population with chronic values for college students. Harriot and Ferrari7, in a study with 
211 adults, determined that 20% claimed to be chronic procrastinators. Ozer et al.8, in a 2009 study 
among Turkish undergraduate students, found 52% of students self-reported procrastination.  

A study to compare self-reported procrastination with automatic detection and their relationship 
with temporal discounting (the behavior to reduce the value of distant rewards) was performed by 
Howell et al.9 with 95 introductory psychology students. They used computer-based assignments 
and examined the pattern of submissions to see if they accelerated before the due date. The 
performed statistical analysis determined that the rate of submission accelerated before the 
deadline. Also, they used a survey for the students in which they recorded students self-reported 
assignment procrastination, their intentions to perform the assignment, say-do correspondence, 
and their perceived academic control. They determined a correlation between these self-reported 
features and their detected submission procrastination. This study suggests that extracted features 
from a learning management system may be used instead of self-reported procrastination. 

A similar study with our research, also using a neural network model, is "Mining Educational Data 
to Predict Students' Performance through Procrastination Behavior,10" in which researchers studied 
behavior patterns from students' assignment submission data to evaluate the extent of 
procrastination and classify them as non-procrastinators, procrastination candidates, and 
procrastinators to predict their class performance represented by their grade. After using both 
continuous and categorical data, the researchers found that using categorical data was a better 
predictor than using continuous data in the neural network. In addition, their neural network 
(hidden layer size = 100, activation function = 'relu,' adam optimization, and learning rate ε = 
0.001) was reported to have a 96% accurate student performance prediction based on their level of 
procrastination. The critical difference in the researchers' data collection method was calculating 
spare time and idle time in assignment submissions in addition to the submission date to create 
more features about student procrastination behavior for their clustering method. A main difference 
with our proposal is the use of data over the entire course, while we propose to use only data 
collected in the second week to obtain an early warning. 

In "Predicting Students' Academic Procrastination in Blended Learning Course Using Homework 
Submission Data,11" researchers presented an algorithm called "students' academic performance 
enhancement through homework late/non-submission detection (SAPE)," which first clustered 
students as procrastinators or non-procrastinators using k-means clustering (clustering data was 
collected only by checking if assignments were submitted on-time or late), then compared ten 
different classification methods (ZeroR, OneR, ID3, J48, random forest, decision stump, JRip, 
PART, NBTree, and Prism) to predict the performance of these clustered students best. They 
concluded that the Random Forest method consistently resulted in the greatest classification 
accuracy in predicting the performance of students, represented by its kappa statistic of 0.023.  

Procrastination Features 

An essential aspect of the study’s design was maintaining the same workload for the students to 
ensure a good representation of their procrastination behavior (e.g., when an assignment was sent 
with respect to the due date of the assignment). However, if the workload increases, the 
procrastination behavior will likely change because of the additional work. Therefore, we used the 
following criteria to select the procrastination features:  
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(1) does not require extra work for the student (i.e., it is extracted as part of the normal student 
learning experience and does not require an additional survey or data entry by the student)  

(2) can be relatively easily extracted from a learning management system (e.g., Blackboard) 

(3) it is objective, factual and does not require additional interpretation (e.g., the submission 
date of an assignment, the grade obtained) 

(4) reflects the working pattern of the student during the assignment lifetime (from the moment 
it is published until the moment is no longer accepted – with a due date somewhere in 
between). 

One way to obtain procrastination information satisfying the above criteria is to design a short test 
assignment (i.e., 10 – 15 minutes in duration) that can be taken an unlimited number of times or 
have multiple submissions (each submission constitutes an attempt for the student). The questions 
must be randomly selected from a large pool, so it will not allow direct replication of results in a 
new attempt. Analyzing the attempts and their corresponding grades will create a learning pattern 
for the student without the need to inquire about their learning habits. Procrastination features that 
can be extracted include: the time of each attempt, the grade of each attempt, and the number of 
all attempts. However, because the number of attempts will vary from student to student, analyzing 
and evaluating individual attempt data may generate complex models that will require substantial 
training data (which is not readily available for a typical course). A solution is to use aggregated 
attempt information, like the date of the first attempt, the date of the last attempt, the number of 
attempts, the grade of the first attempt, the grade of the last attempt, the maximum grade obtained, 
the maximum grade obtained before the due date (or another expected date), and so on.  

The limitation of the above approach is that students tend to perform the assignments sequentially; 
therefore, the data collected will reflect the work for this assignment rather than the entire module 
(week). A possible remediation is to include two or more small assignments in the module 
structure, for instance, one at the beginning and one at the end of the module. This way, the work 
pattern will likely be captured for the entire module.  

Course Description 

The course used in the experiment is an introductory database core course IT214 Database 
Fundamentals. The course has many sections per term, over 10 sections with over 300 students 
each term, providing a rich data source. The course is challenging, requiring both the conceptual 
design of database models and their Structured Query Language (SQL) implementation, and has a 
relatively high failure rate (DFW 20-30%). Early detection of failure and corresponding 
intervention will be critical in decreasing the failure rate.  

The experiment was designed in the course’s second module (second week). The structure of the 
module and the corresponding student tasks were:  

(1) attend or view the course lecture either in-person, virtual, or recorded based on the course 
type 

(2) study the learning materials provided (textbook readings, short videos, and short readings) 
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(3) take the first test (identified as A01) with unlimited attempts and containing 10 random 
questions in 10 minutes related to this module and previous module materials 

(4) a video presentation of a hands-on design activity 

(5) a step-by-step test guiding the student in the most important steps of similar hands-on 
activity; this is the second test used, having 10 pseudo-random questions generating many 
alternative scenarios (each time the test is taken a different scenario will be generated) 
(identified as A02) 

(6) a different hands-on assignment that the students will perform and submit 

(7) in the end, a short end-of-chapter quiz (20 random questions) that can be taken only 2 times 
(identified as A03).  

The three tests A01, A02, and A03 will be used to record the working pattern of the students. While 
they will require around 40 minutes of work, they may take longer as more attempts are performed. 
The three tests were integrated into the learning process to reduce the workload and contribute to 
the module objectives, replacing or simplifying other activities. Test A01 is a formative test to 
check the memorization, understanding and application of the presented concepts. Test A02 is a 
formative test to check application and analysis of the presented concepts. Test A03 is a summative 
test for the previous objectives.  

Data Collection and Normalized Input Files 

The course learning management system (i.e., Blackboard) provides the following raw data related 
to the assignments: for each assignment, a list with all the attempts containing the student 
information, the attempt number per assignment, the date the attempt was started, the duration of 
the attempt, the grade obtained (if any) and other information that is not relevant to procrastination. 
Also, the learning management system may provide the entire grade book, which will contain the 
final grade in the course.  

To allow our method to apply to various courses and course structures we created a generic input 
structure for the performed experiments. There are two input files: the attempts file and the grades 
file. The attempts file will contain the following information: student id (e.g., 1242), assignment 
name (e.g., “A01”), the attempt number (e.g., 2), the grade percent, from 0 to 100 (i.e., for a grade 
of 7 out of 10 points, the normalized grade is 70), the percent of remaining time to the due date, 
from -10000 to 100 where 100 will represent submission when the test was posted, 50 will 
represent submission at the middle of the working period, 0 submissions when the test was due, 
and negative values overdue submissions (if the course allows grace periods or overdue 
submissions). Sure, we do not expect a student to get 100% for this feature, but it is used to measure 
and normalize the timing of submissions. This will easily model early submissions, last-moment 
submissions and late submissions uniformly for all the assignments. The final grades file will 
contain each student’s id and their final grade as a percentage from 0 to 100.  

This normalization of data for the input files is easy to generate and assures the generality of the 
proposed methods that can be used for any other course for which such data can be extracted (i.e., 
the LMS must support data collection for attempts). 
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Neural Network Model 

This section will briefly discuss the proposed neural network model and its rational.  

Assignments. The model accepts one or more assignments as input. The number of assignments 
will be automatically computed based on the attempt data. Allowing one or more assignments 
allows easy customization of the model to various courses or various modules (i.e., one model 
after the second week and another model after the third week). 

Features. The model will accept one or more of the following features for each assignment. 
Allowing the user to select what features are used in the model provides flexibility to run various 
experiments. This was used in the ablation experiment described later in the paper. The aggregated 
features that are considered in the model are:  

(1) The assignment start time, representing the time when first attempt of an assignment is 
started. The percent value from the input file is normalized to a value between -1 and 1. 
Attempts less than -1, representing attempts that started way after the due date, are ignored. 
If no valid attempt (i.e., an attempt that was submitted and graded) is identified, a single 
default attempt will be considered with the starting time -1 and grade 0. This allows to 
process assignments that were not performed by the students. 

(2) The assignment end time, representing the time when the last attempt of an assignment is 
started. The percent value from the input file is normalized to a value between -1 and 1. 
Attempts less than -1, representing attempts that started way after the due date, are ignored. 
If no valid attempt is identified, a single default attempt will be considered with the starting 
time -1 and grade 0.  

(3) The assignment start grade, representing the grade obtained for the first attempt, 
normalized to a value between 0 and 1. If no attempt is found, a default value of 0 is 
considered.  

(4) The assignment end grade, representing the grade obtained for the last attempt, normalized 
to a value between 0 and 1. If no attempt is found, a default value of 0 is considered. The 
assignment max grade, representing the best grade obtained for all valid attempts, 
normalized to a value between 0 and 1. If no attempt is found, a default value of 0 is 
considered.  

(5) The number of attempts, representing the number of all valid attempts. The number of 
attempts is also normalized based on the maximum number of attempts in the data set. 

Architecture. The proposed model is a classic multi-layer network having multiple inputs (the 
selected features for each assignment), several hidden layers, and one output layer. The inputs layer 
contains numberOfAssignments x numberOfFeaturesPerAssignment inputs. The architecture of the 
hidden layers was established during a previous experiment with random generated dataError! 

Reference source not found. and consists of six dense hidden layers with the following number of nodes: 
256, 128, 64, 32, 16, 8. They use the relu activation function. The output layer has one node and 
uses the sigmoid activation function.  
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Implementation. The neural model is implemented in Python using Tensor Flow library13. The 
code for the model and the experiment is posted on the GitHub14. 

Example Label.  We will use a binary label. If the final grade is under a given threshold (e.g., in 
this study we considered C+ or less), we will identify the student as being at risk because of 
procrastination and label the example with 1. Otherwise, the example is labeled 0. 

Model Validation 

A tenfold cross-validation experiment was performed to validate that the above model is 
appropriate to identify procrastination that leads to failure. The labeled data was randomly divided 
into ten equal groups of students. For each of the 10 experiments, one group was used as test data 
while the other nine were for training the neural model. The training data had around 310 students, 
and the test was computed for 35 students. 

In this way, we showed that the model still performed well on the corresponding test data, 
independent of what training data was used. Figure 1 shows the box and whisker graph of the ten 
values obtained for accuracy, recall, and precision. There was a single outlier for recall at 0.56.  

  

Figure 1 Box and Whisker Graph of Accuracy, Recall and Precision for 10 Neural Models 

Relevance of Procrastination Features 

To determine the impact of the procrastination features on the neural models, we performed an 
ablation experiment, repeating the experiment without using the procrastination features, and 
compared the results. In the repeated experiment, we kept the grading information for the 
assignments but no timing information. In Figure 2, we compare the two experiments’ accuracy, 
recall, and precision.  
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The most significant difference is the recall value, which is much lower when procrastination 
features are not used. This shows the importance of procrastination features to avoid false 
negatives. From an educational perspective, the false negatives are very important because they 
reflect students who will underperform and were not identified. Another interesting result is that 
the precision of the models is similar, which means that if the models identify a student at risk, 
that student is indeed at risk. Combining the two results, we observe that if someone looks only at 
the grades at the end of week 2, they will be able to identify some of the failing students correctly, 
but not all. For instance, there might be students with good grades whose procrastination behavior 
will later affect them in the course. This is a compelling observation because it shows that the 
typical grade inspection done by an instructor will not be enough to identify the students at risk.  

 

 

Figure 2 Accuracy, Recall and Precision Statistics Comparison in Ablation Experiment 

Conclusion 

There are several limitations related to our study. First, the study was performed with students 
from only one course in one term. To prove the model’s generality, we plan to extend the study to 
several courses and multiple terms. The study investigated a single neural network model for 
procrastination. More types of neural network and other models must be developed and analyzed 
to identify the best model for a given context. The training and test data used in the study was 
relatively low with respect to the structure of the proposed neural network having the risk of model 
overfitting. To be sure that overfitting is avoided, a much larger dataset must be built.  

Another limitation is that the computed features do not reflect the individual times of each attempt 
or the rate of attempts over time. Two extensions are possible: adding more features and computing 
the relevance of each feature through ablation experiments. Also, a limitation is that we considered 
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the behavior at the end of week 2. We plan to create models looking at behavior later in the course, 
being able to monitor the evolution of procrastination behavior.  

Despite these limitations, the performed experiment shows that a neural network model may be 
built to identify students whose performance will be affected by procrastination with around 89% 
accuracy and 89% recall. This confirms that procrastination behavior early in the course (in week 
2) impacts the course results. Moreover, we determined that only grade analysis has a lower 
prediction power, having a very low recall. Therefore, adding procrastination features in any 
formal model that predicts student results in a course seems necessary.  

We plan to extend this research in two complementary directions: build a better model to early 
predict student failure, and develop a system based on this model that can be easily used by 
instructors to predict and try to remediate student failure. Part of the proposed research is to study 
the benefits of this system on student learning.  
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