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Assessing student learning of the engineering design process is challenging. Students’ ability to answer test questions about the design process or record their design activities may differ significantly from their actual performance in solving “messy” open-ended problems. In the Pacific Northwest, multi-university participants in a National Science Foundation supported project (Transferable Integrated Design Engineering Education, TIDEE) have implemented and disseminated a Mid-Program Assessment instrument for assessing engineering student design competency. One part of the instrument requires student teams to document (e.g., self-report) their design decisions and processes while engaged in a design task. These written self-reports are scored using a rubric that has demonstrated a high inter-rater reliability. We are interested in comparing the scores derived from these self-reports with measures of actual design performance. Our research method for analyzing design performance is verbal protocol analysis. In this study, eighteen teams of students (2-6 students per team) from four different institutions were videotaped as they completed the TIDEE Mid-Program Assessment. In this paper we provide 1) a description of the assessment instrument, 2) our research methods for assessing the validity of the instrument, 3) examples of comparing self-reports to performance, and 4) a summary of our findings. We conclude with a discussion of the strengths and weaknesses of this study, as well as implications for teaching and assessing engineering student design competency.

Introduction

To compete in an increasingly global economy, the education of tomorrow’s engineers needs to emphasize competency in the solving of open-ended engineering design problems. This theme is evident in the growing level of collaboration among accrediting agencies, industry, and federal funding agencies to support research on the assessment of student learning and to encourage excellence in curriculum and pedagogy that provide an exposure to engineering practice¹-³. Also, the implementation of the new ABET EC 2000 criteria⁴ makes it necessary for engineering programs to identify, assess, and demonstrate evidence of design competency. These changes in accreditation have expanded a goal of assessing student learning outcomes to making judgments about curricula and instructional practices with an aim towards continual improvement.

Assessing student learning of the engineering design process is particularly challenging, and efforts to assess design competency are varied⁵-⁶. Examples of using surveys include self-assessments of abilities and knowledge⁷-⁸ and peer-based instruments where students assess the competency of their peers⁹-¹⁰. Examples of performance-based assessments include: juries where
experts review and assess student work\textsuperscript{11-12}, portfolios where students record instances of work illustrating their competency\textsuperscript{13-14}, and tasks where students demonstrate their competency through written self-reports\textsuperscript{15-16}. Each of these methods have advantages and disadvantages\textsuperscript{17-18}. For example, surveys may be easier to administer and analyze, yet the design of effective surveys requires considerable knowledge. Also, most surveys do not provide direct measures of learning but rather only self-assessed perceptions of knowledge and ability. Self-report models of assessment have been shown to be efficient methods for assessing breadth and depth of engineering student knowledge\textsuperscript{19} and are believed to be psychometrically adequate\textsuperscript{20-21}. However, for complex and ambiguous design problems, students’ abilities to answer questions about the design process may differ significantly from their actual performance in solving these open-ended problems in a collaborative manner.

One way to address such limitations is to use triangulation methods to cross-validate results\textsuperscript{17,22}. In this paper we present the results of a study to cross-validate derived scores from engineering students’ written self-reports of their design activity with measures of observed design performance. This includes: 1) a description of the assessment instrument, 2) our research design for assessing the validity of the instrument, 3) examples of comparing self-reports to performance, and 4) a summary of our findings. We conclude with a discussion of the strengths and weaknesses of this study, as well as implications for teaching and assessing engineering student design competency.

Validating an Assessment Instrument

In the Pacific Northwest, multi-university participants in a National Science Foundation supported project entitled Transferable Integrated Design Engineering Education\textsuperscript{*} (TIDEE) have implemented and disseminated a tool for assessing mid-program engineering student design competency\textsuperscript{15,23}. TIDEE and industry participants collaborated in a series of workshops to identify targeted engineering design outcomes. These outcomes were incorporated into an assessment instrument to assess knowledge of team-based engineering design at the mid-program level. The written assessment evolved through several iterations to become the three-part TIDEE Mid-Program Assessment instrument\textsuperscript{23}. This instrument is available online at the TIDEE website\textsuperscript{24}.

In Part I of the Mid-Program Assessment instrument, students are given 15 minutes to respond in short essays to three written prompts. The focus of Part I is to assess individual design knowledge in three areas: a) engineering design process, b) effective teamwork, and c) effective communication. Design performance is assessed in Part II by having students respond as a team to a 45 minute structured design task and document their efforts (a self-report). Effective teamwork and communication is assessed in Part III by having individual students write a reflective essay based on their team performance in the Part II design task.

For the design activity (Part II), students are self-organized into teams and are requested to design a testing procedure for an assigned hand tool (pet nail trimmers or tree pruning shears).

\textsuperscript{*} URL: http://www.cea.wsu.edu/TIDEE
Teams are provided with a hand tool specimen along with any associated product information such as material specifications, instructions for use, and any supplementary devices (e.g., extra razor blades). In addition, teams are provided with worksheets to document their design decisions and activities. Specific prompts include: defining each team member’s role and responsibilities, recording the steps the teams used to complete the activity (a design log), listing and explaining customer expectations for the tool, identifying and justifying the most essential customer expectation, and describing a complete testing procedure to address this customer expectation. This procedure may include sketches and plans for data collection or analysis.

Our study goal is to identify the level of cross-validity between observable design behaviors and written self-reports of team design activity. Here, self-reports are defined as written documents describing team design performance and activities. These self-reports may be written prior, during, or after engaging in a performance-based design task. The process of cross-validating the design component of the TIDEE Mid-Program Assessment instrument involved two levels of analyses. The purpose of our first level of analysis was to determine 1) the existence of significant differences in our study measures across the participating institutions, and 2) the extent to which the three individual parts of the assessment instrument measured distinct competencies. If the institutions do not significantly differ we can group our samples into a single population and increase our statistical power. Otherwise, we would be need to segment our data into groups associated with each institution. In addition, if there are little or no correlations across the scores derived from each part of the instrument, we can limit our analysis to scores derived only from Part II of the instrument.

The purpose of our second level of analysis was to compare the scores derived from the self-reports with measures of observed design performance. In other words, we sought to assess the content validity of the TIDEE Mid-Program Assessment instrument by identifying the extent to which performance measures provide evidence for the derived self-report scores. Our general hypothesis is that teams that received credit for a particular element of the assessment instrument spent more time in design activities associated with that element. In addition, we expected that teams that received higher total scores progressed farther into the latter stages of the design process and transitioned more frequently across design activities. Transitioning may be described as a behavior of moving from one design activity to another. Examples include transitioning from gathering information about a design problem to evaluating the feasibility of a design solution or transitioning from modeling a design solution to revisiting the problem requirements. Measures of progression and transitioning have been associated with greater engineering experience and design success, and the number of transitions is believed to be a surrogate measure for design iteration.

Methods

Our research method for analyzing observed design performance is verbal protocol analysis (VPA). In verbal protocol analysis subjects think aloud as they perform tasks, providing the researcher with rich and detailed data that can be used to describe and empirically analyze problem solving behavior. Verbal protocol studies have been successfully utilized to identify how designers introduce information or knowledge into the design process to quantify differences in approaches, and to measure the effectiveness of teaching methods.
Examples of other methods for studying design activity, particularly for design teams, include ethnography\textsuperscript{32} and videotape analysis\textsuperscript{33}.

Eighteen teams of students from four different institutions in the Pacific Northwest participated in this study. Institutions included both two and four year degree-granting programs and teams ranged from two to six students. Students from the two year programs were predominantly freshmen and sophomores; students from the four year programs were predominantly juniors although some were seniors. Each team completed the full Mid-Program Assessment activity. Observations of the student teams indicate few, if any, problems with completing the task on time or working in a group. Sessions from Part II (the design task) of the Mid-Program Assessment activity were videotaped. During this process students were prompted to think aloud. Videotapes were transcribed and segmented based on distinct idea units in which new segments were marked by a change in context\textsuperscript{27,34}. Two independent coders segmented each transcript and the average reliability for this process was high (88\%). All disagreements in segmenting were arbitrated to consensus.

Segments were coded by using an existing coding scheme that has been shown to be both reliable and useful in characterizing differences in design performance and design experience\textsuperscript{25,30,35}. A description of these codes is provided in Table 1. These codes include: Problem definition (PD), Gathering Information (GATH), Generating Ideas (GEN), Modeling (MOD), Feasibility (FEAS), Evaluation (EVAL), Decision (DEC), and Communication (COM). Because teams did not implement their designs, the implementation code (IMP) was not used in this study. The average inter-rater reliability between independent coders was 85\%, and all disagreements were arbitrated to consensus. Coded transcripts were imported into MacSHAPA, a software program for analyzing verbal data\textsuperscript{36} and time stamped. Data was time stamped from the videotape to determine the amount of time associated with each coded segment. Measures of design performance generated from MacSHAPA include: 1) representations over time of design activity (e.g., timelines), 2) the amount of time spent in each design activity, and 3) the number of moves between activities (e.g., transitions). For our purposes, transition activity measured in MacShapa is used as a surrogate measure for design iteration\textsuperscript{26}.

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Design Activity Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PD</td>
<td>Problem Definition</td>
<td>Define what the problem really is, identify constraints, identify criteria, reread problem statement or information sheets, and question the problem statement.</td>
</tr>
<tr>
<td>GATH</td>
<td>Gathering Information</td>
<td>Searching for and collecting needed information.</td>
</tr>
<tr>
<td>GEN</td>
<td>Generating Ideas</td>
<td>Develop possible ideas for a solution, brainstorm, and list different alternatives.</td>
</tr>
<tr>
<td>MOD</td>
<td>Modeling</td>
<td>Describing how to build an idea, how to make it, measurements, dimensions, and calculations.</td>
</tr>
<tr>
<td>FEAS</td>
<td>Feasibility Analysis</td>
<td>Determining workability, verification of workability, does it meet constraints, criteria, etc.</td>
</tr>
<tr>
<td>EVAL</td>
<td>Evaluation</td>
<td>Comparing alternatives, judgment about various options (is one better, cheaper, more accurate, etc.).</td>
</tr>
<tr>
<td>DEC</td>
<td>Decision</td>
<td>Select one idea or solution among alternatives.</td>
</tr>
<tr>
<td>COM</td>
<td>Communication</td>
<td>Define the design to others; write down a solution or instructions.</td>
</tr>
<tr>
<td>IMP</td>
<td>Implementation</td>
<td>Produce or construct a physical device, product, or system.</td>
</tr>
</tbody>
</table>
The scoring of the TIDEE Mid-Program Assessment self-reports for each team was completed by individuals trained in the scoring process\textsuperscript{15,37}. Documents were scored “blind”: scorers did not have access to the videotape sessions. Scoring was based on established decision rules\textsuperscript{24}. Rules specific to Part II of the instrument are provided in Table 2. In this table, each TIDEE code signifies a TIDEE design element score. For example, the TIDEE code AB1 refers to the decision rule for the first question of Section AB. As shown in Table 2, teams could receive from zero to a total of 11 points. Inter-rater reliability for this scoring process was consistently high (>80%) and differences were arbitrated to consensus.

\begin{table}[h]
\centering
\begin{tabular}{|l|l|l|c|}
\hline
TIDEE Code & TIDEE Design Element & TIDEE Decision Rule* & Credit \\
\hline
AB1 & Section AB #1 & Gathering tool information considered in design log & 1 \\
AB2 & Section AB #2 & Time usage considered & 1 \\
CD1 & Section CD #1 & > 5 ideas listed & 1 \\
CD2 & Section CD #2 & = 3 ideas explained & 1 \\
CD3 & Section CD #3 & one customer expectation selected & 1 \\
CD4 & Section CD #4 & selection of one customer expectation rationally justified & 1 \\
E1 & Section E #1 & relevant ideas for tests provided & 1 \\
E2 & Section E #2 & detailed procedural steps for at least one test & 1 \\
E3 & Section E #3 & variability/replication of test results considered & 1 \\
E4 & Section E #4 & quantification of test results provided & 1 \\
E5 & Section E #5 & criteria for passing test procedure provided & 1 \\
\hline
& & & 11 Total \\
\hline
\end{tabular}
\caption{TIDEE scores and decision rules for Part II}
\end{table}

*Note: Decision rules are described in depth in reference \textsuperscript{24}.

\begin{table}[h]
\centering
\begin{tabular}{|l|c|c|c|c|c|c|c|c|c|c|}
\hline
TIDEE Code & PD & GATH & GEN & MOD & FEAS & EVAL & DEC & COM & TRANS \\
\hline
AB1 & & & & & & & & & X \\
AB2 & & & & & & & & & X \\
CD1 & X & & & & & & & & \\
CD2 & X & & & & & & & & \\
CD3 & X & & & & & & & & \\
CD4 & X & & & & & & & & \\
E1 & & X & X & X & & & & & \\
E2 & & & X & & X & & & & \\
E3 & & & & X & & & & & \\
E4 & & & & & & X & & & \\
E5 & & & & & & & & X & X \\
\hline
\end{tabular}
\caption{Mapping between TIDEE design scores and design performance measures}
\end{table}

To compare observed design performance to students’ written self-reports we generated a map relating scores in Part II of the Mid-Program Assessment instrument (TIDEE code in Table 2) to the design activity codes presented in Table 1. This map is summarized in Table 3. Because the number of transitions represent a broad measure of design performance, this measure was mapped to the cumulative total derived score. As illustrated in Table 3, the mapping was not
always exact. For some situations a single TIDEE code mapped to one design activity code (e.g., E4 and Modeling); for others, a combination of TIDEE codes mapped to a single design activity code (e.g., PD-Problem Definition). There were two instances where the derived scores for the TIDEE codes could represent multiple activities (e.g., E1 and E2). This occurred because a decision rule for this score represented multiple design activities. For example, the score for E1 involved multiple design activities associated with selecting a “relevant” test procedure. As such, teams that received this credit would be more likely to spend time generating ideas for a test procedure (GEN), evaluating these test procedures for how they addressed the primary customer expectation (EVAL), and selecting a final test procedure (DEC).

Results

As stated earlier, our efforts to cross-validate the Mid-Program Assessment instrument involved two levels of analyses. The goal of the first level of analysis was to determine the extent to which the three individual parts of the assessment instrument measured distinct competencies and the extent to which study measures significantly differed across participating institutions. The goal of the second level of analysis was to validate the scores derived from the self-reports with coded measures of observed design performance.

Comparing Across Individual Parts of the Mid-Program Assessment Instrument

Before responding to our research questions we first analyzed whether or not our data met the normality assumption. Most of our study measures were normally distributed; however, the amount of time spent in Evaluation and Decision activities were not normally distributed. One explanation may be that few teams engaged in these activities, and those who did spent less than 1% of their total design time. These were not considered to be critical violations.

| Table 4. Correlations between parts of the Mid-Program Assessment Instrument |
|-----------------|-----------------|
| Comparison      | Pearson r Value |
| Part I & Part II| -.12            |
| Part II & Part III| .20            |
| Part I & Part III| .26            |

Next we analyzed the correlations between the individual parts of the Mid-Program Assessment instrument to identify the degree to which each part may be assessing unique competencies. As shown in Table 4, correlations were not significant and may be considered very weak (ranged from -1.2 to .26). This suggests that each part of the Mid-Program Assessment instrument may be measuring different competencies. Given this finding, we limited our analysis to comparing only those scores derived from the Part II self-reports of the instrument with measures of observed performance.

Comparing Across the Participating Institutions

We next performed ANOVA and Tukey analyses (α=.95) to compare study measures across the different institutions. Study measures included the derived scores from the Mid-Program
Assessment instrument and performance measures generated from the coding scheme in Table 1. These measures were compared across institutions to determine the existence of significant differences. The results of these analyses were used to determine whether or not we could group our team data into a single population and therefore increase the statistical power of our results.

Table 5. Differences in study measures by institution

<table>
<thead>
<tr>
<th>Measure</th>
<th>Institution 1</th>
<th>Institution 2</th>
<th>Institution 3</th>
<th>Institution 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem Definition</td>
<td>Mean</td>
<td>17.56</td>
<td>14.18</td>
<td>13.51</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>7.40</td>
<td>18.67</td>
<td>1.06</td>
</tr>
<tr>
<td>Gathering Information</td>
<td>Mean</td>
<td>5.44</td>
<td>7.36</td>
<td>4.69</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>10.22</td>
<td>5.39</td>
<td>8.59</td>
</tr>
<tr>
<td>Generating Ideas</td>
<td>Mean</td>
<td>1.42</td>
<td>0.69</td>
<td>1.45</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.33</td>
<td>0.016</td>
<td>0.82</td>
</tr>
<tr>
<td>Modeling</td>
<td>Mean</td>
<td>4.77</td>
<td>6.69</td>
<td>9.79</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>12.16</td>
<td>14.31</td>
<td>25.15</td>
</tr>
<tr>
<td>Feasibility(^1)</td>
<td>Mean</td>
<td>1.02</td>
<td>0.53</td>
<td>2.21</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.93</td>
<td>0.09</td>
<td>2.03</td>
</tr>
<tr>
<td>Evaluation</td>
<td>Mean</td>
<td>0</td>
<td>0.01</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0</td>
<td>2.89E-4</td>
<td>0</td>
</tr>
<tr>
<td>Decision</td>
<td>Mean</td>
<td>0</td>
<td>3.4E-3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0</td>
<td>5.78E-05</td>
<td>0</td>
</tr>
<tr>
<td>Communication</td>
<td>Mean</td>
<td>0.38</td>
<td>1.10</td>
<td>1.00</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.38</td>
<td>1.17</td>
<td>0.50</td>
</tr>
<tr>
<td>Transitions(^2)</td>
<td>Mean</td>
<td>72.50</td>
<td>89.20</td>
<td>117</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>30.45</td>
<td>6.30</td>
<td>24.25</td>
</tr>
<tr>
<td>Part II derived score</td>
<td>Mean</td>
<td>4.25</td>
<td>6.40</td>
<td>6.33</td>
</tr>
<tr>
<td></td>
<td>Variance</td>
<td>0.92</td>
<td>1.30</td>
<td>2.33</td>
</tr>
</tbody>
</table>

Note\(^1\): Significantly different at p=.04  
Note\(^2\): Significantly different at p=.015  

Figure 1. Mean Scores by Institutions for Part I, II, III of Mid-Program Assessment Instrument
As illustrated in Figure 1, there were only minor variations in derived scores across the participating institutions. A summary of performance measures by institution are provided in Table 5. As shown here, institutions were significantly different on only two, out of a possible nine, performance measures: time spent in feasibility activities (p=.04) and number of transitions (p=.015). Given that groups spent a very small proportion of their total time in feasibility activities (under 2.5%) and that the feasibility code is only one of 8 possible design activity codes, this was not considered a crucial issue. However, the number of transitions represents an overall measure that has been found to be related to performance and academic standing in engineering (see Atman et al., 1999). As such, this is a more contentious issue when deciding whether or not to separate groups by institution. Upon closer examination, institutions that were most likely to be statistically different designed a testing procedure for a different hand tool (tree pruning shears rather than pet nail trimmers), had less variation across students’ academic standing in the individual teams, and were more likely to have students of higher academic standing in the individual teams.

To probe deeper we repeated the analyses but separated groups by different hand tools rather than by institution. From this analysis it was found that groups that used the tree pruning shears had significantly more transitions (p=.019) and spent significantly more of their total time in decision activities (p=.016). Because only two of the nine performance measures differed across institutions, we decided to consolidate groups into a single population for this analysis. We plan to explore differences across problem type (hand tools) in future analyses.

Comparing Self-Reports to Observed Design Performance

The second level of analysis was a comparison of scores derived from the Mid-Program Assessment self-reports to coded measures of observed design performance. For this level, measures of design performance, as operationalized by the design activity codes in Table 1, were compared to scores from Part II of the instrument (see Table 3). Our guiding hypothesis was that teams that received credit for a particular TIDEE design element were more likely to spend time in design activities associated with that score. For example, teams that received a higher total score for Feasibility activities (TIDEE codes E3 and E5) would be expected to spend more time engaged in Feasibility activities. In addition, we expected to find a positive relationship between receiving a higher total score for teams that had more transitions and progressed farther into the latter stages of the design process.

To illustrate qualitatively, the timelines in Figure 2 represent the design activities of two design teams from the same institution (Team A and Team B). On the left side of each timeline are abbreviations for the design activity codes from Table 1. The tickmarks in the timelines represent time engaged in that coded activity. As shown in Figure 2, Team A received a higher score on the instrument and transitioned more across design activities. In comparison, Team B received a lower score on the instrument and transitioned less across design activities. As stated earlier, transitioning behavior has been shown to be a significant indicator of design success and greater engineering experience.
Explore these trends further, the data in Table 6 supports our expectation that teams that received different scores from the Mid-Program Assessment instrument engaged in qualitatively and quantitatively different kinds of design activities. For example, Team A, unlike Team B, received credit for gathering information about the hand tool (e.g., the “problem”) and various activities related to determining the feasibility and quality of their proposed design solution (e.g., quantified test results and criteria for passing the test). One interpretation suggested in Figure 2 and Table 6 is that because Team A engaged in a wider variety of design activities and transitioned more frequently between these activities they were more likely to receive a higher derived score from their self-reports.

To quantitatively compare derived scores from the team self-reports to measures of observed performance we utilized the mapping provided in Table 3 to conduct a series of ANOVA
analyses. The general format of each analysis was to compare the percent of total time engaged in a particular design activity with the mapped cumulative derived scores. For example, four derived scores (TIDEE codes CD1, CD2, CD3, and CD4) were mapped to Problem Definition activities. Therefore, the total score a team could receive ranged from a minimum of zero to a maximum of four. Based on our hypothesis, any score greater than zero should be associated with greater time spent in Problem Definition activities.

Table 7. Summary of comparison between derived scores and performance measures (N=18)

<table>
<thead>
<tr>
<th>Design Activity</th>
<th>Derived Score (TIDEE Codes)</th>
<th>Derived Score (Cumulative)</th>
<th>No. of Teams that Received Credit</th>
<th>Percent of Time Spent in Design Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Problem Definition</td>
<td>CD1, CD2, CD3, CD4</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>1</td>
<td>33.92</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>12</td>
<td>47.14</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>5</td>
<td>52.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Gathering Information</td>
<td>AB1, AB2</td>
<td>0</td>
<td>7</td>
<td>18.52</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>10</td>
<td>18.24</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>24.1</td>
</tr>
<tr>
<td>Generating Ideas</td>
<td>E1</td>
<td>0</td>
<td>2</td>
<td>3.12</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>16</td>
<td>3.74</td>
</tr>
<tr>
<td>Modeling(^1)</td>
<td>E2, E4</td>
<td>0</td>
<td>8</td>
<td>13.84</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>4</td>
<td>29.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>6</td>
<td>31.59</td>
</tr>
<tr>
<td>Feasibility(^2)</td>
<td>E3, E5</td>
<td>0</td>
<td>12</td>
<td>2.54</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>5</td>
<td>6.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1</td>
<td>2.76</td>
</tr>
<tr>
<td>Evaluation</td>
<td>E1</td>
<td>0</td>
<td>2</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>16</td>
<td>0.01</td>
</tr>
<tr>
<td>Decision</td>
<td>E1</td>
<td>0</td>
<td>2</td>
<td>0.03</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>16</td>
<td>0.14</td>
</tr>
<tr>
<td>Communication</td>
<td>E2</td>
<td>0</td>
<td>12</td>
<td>2.05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>6</td>
<td>4.26</td>
</tr>
<tr>
<td>Transitions</td>
<td>Total Score</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1</td>
<td>62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4</td>
<td>2</td>
<td>128.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5</td>
<td>6</td>
<td>82.17</td>
</tr>
<tr>
<td></td>
<td></td>
<td>6</td>
<td>4</td>
<td>116.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>7</td>
<td>1</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td></td>
<td>8</td>
<td>2</td>
<td>102.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>9</td>
<td>2</td>
<td>133.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td>10</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>11</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Note\(^1\): Significantly different at p=.01
Note\(^2\): Significantly different at p=.045

The results of the analyses for each of the mappings are summarized in Table 7. The percent of time spent in design activities generally increased as the amount of credit received from the scoring rubric increased. This relationship is illustrated in Table 7 for Problem Definition,
Modeling, Feasibility, Evaluation, Decision, and Communication activities. The number of transitions generally increased with the total cumulative score yet this was not a linear relationship. These results suggest that performance measures compare favorably with derived scores from the written self-reports. However, only two design activities were significantly and positively associated with receiving credit based on the scoring rubric: percent of time spent in Modeling activities (p=.01) and Feasibility activities (p=.045).

There were also some unexpected findings. Overall, teams spent a considerable amount of time engaged in Gathering Information activities. Nonetheless, teams that did not receive credit for Gathering Information activities spent 18.52% of their total design time in these activities. This was approximately equal to the amount of time for those who received at least some credit. Also, our findings illustrate that teams did not spend much time in Generating Ideas activities (about 3% of total design time). Like the Gathering Information measures, the results do not show a distinction between teams that received credit for these activities and the amount of time they engaged in these activities. Teams also spent a considerable amount of total time engaged in Modeling activities (ranged from 13.84% to 31.59%). More importantly, teams that received at least one credit for Modeling activities spent almost twice as much time as those that received no credit. Finally, teams that received the highest possible cumulative scores for Feasibility activities spent the same amount of time engaged in these activities as those who received no credit.

These findings present some interesting questions: why did teams that spent a considerable amount of time in particular design activities not receive any associated credit; why did teams that received credit spend similar amounts of time in associated design activities as those who received no credit? One interpretation is that teams were engaging in these activities but were not receiving credit due to missing information in their written self-reports. To pursue these questions we coded activities listed in the team design logs based on our design activity coding scheme (see Table 1). For the situation of Gathering Information this was a particularly useful analysis—the design log was the only component from the Part II self-reports that was utilized to determine whether or not teams receive credit for Gathering Information activities (see Table 2). Examples of listed activities for which teams received credit include: “evaluated product, packaging, and instructions”, “read package, learn to use product”, “analysis of tool, find out what it is”, and “information gathering, examining tool”.

From this secondary analysis we found that teams that spent more time in Gathering Information activities were significantly more likely to identify these activities in their design logs (p=.004). We also found evidence of small errors in the scoring process; scorers were directed not to give credit for Gathering Information activities that included descriptive terms such as “testing”. For example, an activity such as “tested how easy the blade was to change and the grip” is clearly a Gathering Information activity. However, the existence of the word “test” conflicts with the established decision scoring rules. As a result, this team did not receive the appropriate credit.

Overall, it was more likely that discrepancies associated with Gathering Information activities and receiving appropriate credit were a function of teams not documenting these activities in their self-reports. This finding was substantiated in the team videotapes. Many teams recorded their design activities either prior to or after completing the design task session; none of the
teams recorded their activities during the design task session. More specifically, at least five of
the teams clearly stated that they wrote their design logs after completing the task and
observations from nine of the teams indicate that they also wrote their design logs at the end of
the task. Also, three of the teams were observed writing their design logs prior to selecting a
customer expectation and developing an idea for a testing procedure. These design logs were
essentially plans that may or may not have been followed. Explanations for why students did not
capture Gathering Information activities in their self-reports may include: 1) teams did not
accurately document their actual design activities, 2) teams may not have recognized that they
were engaged in substantial Gathering Information activities that should be documented, 3)
teams may have erred in their recall of their activities, 4) teams may not have perceived that
these activities are important or relevant for describing their overall design processes. Each of
these reasons has implications for design education. In particular, many researchers have studied
information gathering behaviors in design problem solving. These findings provide evidence for
a strong and positive relationship between the breadth and depth of relevant information
designers gather with the quality of their final solutions and their level of experience. Therefore,
educating students about the importance of information gathering activities or
increasing the effectiveness of these skills should be an important consideration in improving
design education.

Our results also show that teams that spent time in Generating Ideas activities were significantly
more likely to identify these activities in their design logs (p=.003). Nonetheless, teams received
credit for Generating Ideas activities only if their chosen testing procedure was able to address
the primary customary expectation (score E1 was based on “relevant ideas for test provided”). In
other words, teams received credit for the quality of the ideas they generated, and perhaps not the
quantity or the amount of time spent generating ideas. And finally, time spent in Modeling
activities was significantly and positively correlated with the number of Modeling activities
recorded in the team design logs (p=.004). There were only weak positive correlations for
Feasibility (.387), Communication (.443), and number of transitions (.349).

Discussion

We began this study with a single focus: how do engineering students’ written self-reports about
design compare with observed design performance? The underlying goal was to assess the
validity of a Mid-Program Assessment instrument for assessing design competency. The process
of cross-validating the design component of this instrument (Part II) involved determining the
boundaries of our study and our study population and then comparing coded measures of design
performance to scores derived from students’ written self-reports.

Overall, measures of observed performance compared favorably with scores derived from the
Mid-Program Assessment instrument. In specific, there was a significant and positive
relationship between the percent of time spent in Feasibility and Modeling activities and
receiving credit from the scoring rubric for these activities. Other results suggest a positive,
although weak, relationship between spending a greater percent of time in specific design
activities and receiving the associated credit. However, we also found some significant
disagreements. These were particularly the case for situations in which only a single scoring
rubric element mapped to a design activity code. For example, there was evidence to suggest
that the assessment instrument was not capturing broad Gathering Information and Generating Ideas activities. Our findings indicate that many teams may have failed to adequately document their activities in their design logs. There was also evidence of small scoring errors.

Based on our findings, we collaborated with the TIDEE team to identify areas for improving the existing Mid-Program Assessment instrument as well as implications for improving design education. For the case of Gathering Information activities, the decision rules could be revised to include “testing” the hand tool specimen in order to gather information about the quality of the tool or how the tool is used. In addition, scoring elements could be added such that there would be more than one instance in the scoring rubric that maps to this activity. Similarly, the design log component of the instrument could be moved to the end of the activity to limit teams from writing design activity “goals” rather than documenting their actual design processes. There was also considerable evidence to suggest that students may need instruction in accurately documenting Gathering Information activities. This may involve educating students to recognize the role of information gathering in design success as well as activities to develop information gathering skills.

There are many strengths of this study. First, the measures for describing observed design performance build on a strong foundation of existing research. Secondly, the inter-rater reliabilities for both the coding of the observed performance and the scoring of the self-reports are very high which suggests that this study can be easily replicated. Third, the data in this study can be aggregated rather than analyzed by individual institutions which improves our ability to generalize our findings. There are also weaknesses. In particular, it can be difficult to have students in a team consistently talk aloud while performing a design task. Also, our measures for performance are limited to only verbal activities. Similarly, it can be difficult to get an accurate depiction of students’ knowledge based solely on written assessments. In our case, we found that students may not always articulate and document what they know.

Conclusion

In summary, this paper is a report on the results of a study to cross-validate a mid-program instrument for assessing engineering student design competency. Our findings suggest that the relationship between students’ self-reports and observed performance is not clear cut. In some instances there was considerable agreement across our study measures; in others, there were disagreements. We have also identified implications for improving the design of the assessment instrument as well as enhancing design education. In the future we plan to complement this research on the Mid-Program Assessment instrument with studies of design teamwork and communication.
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