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Abstract

Compared to the fast development of cloud-based applications and technology, higher education on cloud computing is seriously lagging behind. Built upon our experience on cloud computing education in the past years, a set of laboratories for Cloud compUTing Education (referred as the CUTE labs) has been developed and evaluated. The CUTE labs cover four major areas: the platform exploration labs, the big data labs, the cloud economics labs, and the security and privacy labs. They are designed to use publicly available free cloud resources and open source software with no special requirement on computing infrastructures, so that they can be easily adopted and adapted at low cost. Currently, we have developed thirteen labs, among which eleven have been deployed during 2009-2015 and six have been evaluated during 2014-2015. The preliminary results show that these labs have successfully reached their initial design goals.

1 Introduction

Cloud computing has become a new popular computing paradigm. It has shown great potential in business, research, and education. With the pay-as-you-use utility computing model and virtualization techniques, cloud computing can significantly reduce the cost of computing and easily scale up or down upon users’ requests. In fact, many popular online computing tools and services that we enjoy today are built on clouds, such as Dropbox, Facebook, and most of Google’s products.

With cloud computing, it becomes possible for users to provision a large amount of computing power in a short time to perform large-scale data intensive computation, and to be charged only for the time and resources used. This unique feature has attracted researchers in scientific computing and data mining to explore the potential of cloud computing in solving big data problems. Cloud computing will also bring a revolution to education. In particular, cloud computing can reduce the IT cost in education, and level the playing-field of computing infrastructures for cash-strapped institutions.

However, the education on cloud computing is seriously lagging behind the fast development of the cloud computing technology. Recent independent survey still shows that a large number of respondents have little knowledge about cloud computing. The lack of knowledge also makes them hesitate to adopt the technology. We have seen that a large demand on cloud computing
professionals has emerged. A gap is forming between the fast growing cloud computing market and the scarcity of qualified cloud computing professionals. We have to ask ourselves: how to fill this gap.

Cloud computing education, like the traditional topics in computer science, such as Operating Systems, Compilers, Databases, and Networks, needs effective hands-on laboratory exercises to support lectures. The importance of experiential learning has long been recognized in the learning theory literature. We should engage students in hands-on experience in cloud computing education, and thus well-designed laboratory exercises are critical to the success of cloud computing education. The traditional CS courses have taken a long time to establish and adopt a set of laboratory exercises. However, since cloud computing education is still embryonic, only a few publicly-accessible individual laboratories exist. Nationwide there does not exist an easily replicable model for designing and running cloud computing labs.

To fill the gap in cloud computing education, we are developing an easily adaptable laboratory environment and a comprehensive list of laboratory exercises that are essential to cloud computing education. Based on our experience in teaching cloud computing classes, we have identified four major aspects in cloud computing education: cloud systems, data intensive scalable computing, cloud economics, and cloud security and privacy. During the past years we have developed more than ten labs to cover these four aspects, and this collection is still growing. These labs work together to help students learn the cloud computing principles and engineering skills. We name this set of labs: the CUTE labs (Cloud compUTing Education labs). They have been experimented and evaluated in courses such as Cloud Computing, Operating Systems Internals, Internet Security, Distributed Systems, and Privacy-Aware Computing for both undergraduate and graduate students at Wright State University during the past two years.

CUTE labs have a number of appealing properties.

- CUTE labs cover a wide spectrum of cloud computing concepts and principles, as well as important engineering skills. A general software/hardware framework is designed to support sustainable lab development.
- CUTE labs are low-cost labs, and can be implemented with free cloud resources (e.g., Amazon Web Services in Education and Google App Engine) and open source software. They are replicable by even the most cash-strapped institutions.
- CUTE labs will be open sourced and allow instructors to easily adopt, or revise to create their own labs, which will foster a community of cloud computing educational labs.

The remaining sections of the paper are organized as follows. We will first describe the related work on cloud computing education and laboratory development in Section 2. Then, we describe the design principles in Section 3 and give design details about the specific labs in Section 4. We will also report current deployment status and show some evaluation results in Section 5.

1http://www.cs.wright.edu/keke.chen/nsf/cute.htm
2 Related Work

State of the Art in Cloud Computing Labs Cloud computing introduces a set of new concepts and technologies, which are distinct from the traditional ones in operating systems, networks, and distributed systems. These topics include hardware/software virtualization, data intensive scalable computing, cloud economics, and cloud security and privacy. In the United States, only a few institutions offer courses on cloud computing with limited labs, and often these labs are not publicly accessible. University of Maryland offered a cloud computing course entitled: INFM718G/CMSC838G: Data-Intensive Information Processing Applications\(^{23}\), focusing on MapReduce programming and its application on information retrieval. Johns Hopkins University offers a course on security and privacy in cloud computing\(^{17}\) with no labs. Stanford University\(^{10}\) and Cornell University\(^{4}\) have seminar-style cloud computing courses, again with no labs. University of Washington has the cloud computing certificate program, but no labs are published. University of California at Berkeley has been applying cloud computing technology to computer science courses such as databases and distributed computing\(^{15}\). Overall, none of these courses has published a comprehensive set of labs to cover the fundamental principles of cloud computing. As more and more universities start or plan to offer cloud computing courses, there is a critical need to design a set of comprehensive labs that can be easily adopted, adapted, and deployed by various institutions.

Preliminary Work at WSU We have offered CS499/699: Cloud Computing\(^{5}\) every year during 2009-2012. After 2012, this course was split into two courses: CEG4360 Distributed Systems and Cloud Computing, which focuses on fundamental principles of distributed computing and the basic concepts in cloud computing; CEG7380 Cloud Computing, which is a graduate-level course, including more advanced topics in cloud computing. These courses cover data intensive computing in the cloud (e.g., MapReduce, Pig, and Spark), cloud platforms (e.g., Amazon Cloud and Google App Engine), cloud security and privacy, and recent research topics in cloud computing. In this process, we learned the importance of well designed cloud computing labs. The first early developed four labs cover platform exploration and data intensive computing. Other recently developed ones thoroughly cover the major principles and techniques in cloud computing. We are also actively incorporating the cloud computing concepts and labs into other related courses. The virtualization concepts are introduced in OS Internals. Cloud security and privacy is an important topic in Internet Security, and Privacy Aware Computing. The Amazon EC2 labs will also be adopted in Mobile Computing. We are also working on several research topics related to cloud computing, including interactive visual exploration of data in the cloud\(^9\), optimal resource provisioning for large scale MapReduce programs\(^8\), and privacy preserving techniques for outsourced data\(^6,7\).

3 CUTE Framework

The CUTE framework includes the design philosophy of our labs, the lab environment, and the procedure of lab development.
3.1 Design Philosophy

Like most computer science courses, cloud computing education should equally focus on both the fundamental principles and practical skills. Students should have opportunities to apply, integrate, and experiment with these principles and skills.

**Fundamental Principles** Among many aspects of cloud computing, *cloud systems, data intensive scalable computing, cloud economics,* and *cloud security&privacy* have been well-recognized by the researchers and practitioners as the major aspects in cloud computing. (1) Cloud computing platforms have a set of unique features such as elastic resource provisioning, instant scalability, and virtualization. We believe it is best for students to experiment with the real cloud systems to understand these features. (2) Cloud economics, based on the pay-as-you-go utility computing model, is the most important principle attracting the cloud users. It is thus important for students to understand how it works and how it is used in practice. (3) Benefited from cloud economics and resource elasticity, data intensive scalable computing (or big data analysis), which intermittently needs a large amount of resources for data intensive parallel processing, has emerged as a popular type of cloud application. It has introduced influential new programming and processing models such as MapReduce and Spark. We believe students with this area of knowledge and skills will be in high demand in the market. (4) Cloud security and privacy is also a well recognized problem in cloud computing. According to a survey by Deloitte on cloud computing, 30% of the surveyed companies were most worried about their own intellectual properties on clouds, and 15% worried about unauthorized use of their data. It is necessary for the students to understand the risks of hosting data and computations on top of untrusted cloud platforms and the methods for mitigating these risks.

**Practice Skills** We believe that students should not only learn how to explain the principles, but also learn practices to solve cloud-related problems. There are several main categories of computing practice, as mentioned by Denning: (1) programming, (2) engineering systems, (3) modeling and validation, (4) innovating, and (5) applying.

Correspondingly, we provide an interpretation of the practice skills in terms of cloud computing education. (a) Programming: using cloud-specific programming model and high-level languages to build data intensive analytic applications; (b) Engineering systems: designing and constructing software systems based on cloud computing infrastructure. (c) Modeling and validation: developing cloud economics models to estimate and optimize the financial cost of a specific cloud-based application; designing experiments to validate models. (d) Innovating: creatively thinking and solving problems - it is very important when cloud computing is still at the infant stage. (e) Applying: applying cloud computing principles to solve real-world problems. We have developed laboratories that jointly provide the coverage of these five essential skills in cloud computing.

---
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3.2 CUTE Laboratory Environment

We developed four types of labs: (1) platform exploration labs, (2) large scale data processing labs, (3) cloud economics labs, and (4) cloud security and privacy labs. Together, these help the students understand the fundamental principles and attain the essential skills described in our design philosophy.

(1) The objective of the platform exploration labs is to provide students with opportunities to get familiar with the most popular public cloud systems. Students learn to use the interfaces provided by these systems to build applications; students also have chances to explore the underlying working mechanisms of the cloud infrastructure.

(2) With cloud computing, it is possible to perform scalable data intensive analysis in an economical way. The objective of large scale data processing labs is to learn the popular parallel data processing techniques that work on scalable cloud infrastructure. Students get chances to work on real parallel data processing systems and learn the techniques to deploy such systems to the public cloud.

(3) Cloud economics is a unique component that other types of distributed computing do not have. The objective of the cloud economics labs is to understand and evaluate the financial aspect of cloud computing applications.

(4) Data security and privacy are essential topics in cloud computing. Cloud computing users may have to host sensitive data in the platform - without security and privacy guarantee, many users will not use clouds. The objective of this set of labs is to let students understand the security and privacy principles in cloud computing and experiment with recently developed techniques.

To make the labs easily adoptable at different educational settings, we try to minimize the dependency on the lab infrastructure. To achieve this goal, we designed all the labs using free cloud resources and open source software. We also considered a number of options in terms of hardware configuration. Figure 1 shows the software/hardware stack for the labs. All the software tools used in the labs are open source. The two cloud platforms mentioned in Figure 1 are available for free access - Amazon offers free credits for cloud computing courses and also free usage tier for new users (aws.amazon.com/free/), so that students can use the free credits to access the Amazon Cloud in the labs; Google App Engine has free quota for each account, also sufficient for the labs;
Azure also has an education program to support Cloud-related education. For the data intensive scalable computing labs, there are three different settings, depending on the resources the class may have. (1) All the labs can be done using only desktop/laptop. Hadoop, Pig, and Spark have the option to be installed as a standalone system in a personal computer. (2) If the university has a Hadoop cluster, these labs can certainly be deployed to the cluster. (3) If there is no local cluster but the instructors like to use a cluster environment, Amazon educational EC2 can be used to establish the cluster environment. Therefore, the lab environment can be easily portable to even the most cash-strapped institutions. It provides a very low entry point for nationwide adoption and adaptation.

### 3.3 Procedure of Lab Development

The development of each lab follows an iterative design-deployment-evaluation procedure depicted in Figure 2. The first stage is *lab design and implementation*, in which learning goals are defined, lab tasks are designed, key issues are identified, and supporting materials are prepared.

The second stage is *deployment*, in which labs are deployed in different educational settings. Results from this stage illuminate the challenges of and opportunities for adapting our labs in diverse educational settings. The deployment stage will allow us to collect data for the next stage, as well as to obtain feedback on the design of each lab, which will be used to improve the lab design. We deploy the labs to cloud computing and a number of related courses such as distributed computing systems, computer networking, operating systems, databases, and mobile computing.

The third stage is *evaluation*, in which we evaluate how effective our approach is in enhancing student learning in cloud computing education. However, this project does not focus on developing novel evaluation tools. We will use existing tools and processes for evaluation. An advisory committee oversees the evaluation procedure.

![Figure 2: The procedure of lab development.](image)

---

### 4 Design of CUTE Laboratories

In this section, we describe the four types of labs in detail. Currently we have developed 13 labs and are planning more. Instructors can select a subset to fit the needs of different courses. The specific lab descriptions can be found at our project site.
4.1 Platform Exploration Labs

An important task of cloud computing education is to teach students to use the existing cloud computing tools. The infrastructure exploration labs are designed to satisfy this requirement. In this set of labs, the students will use the most popular public cloud computing platforms such as Amazon Web Services (AWS) and Google App Engine (GAE). GAE provides a certain amount of free resources for each account. Free AWS resources are available in two forms. First, AWS provides a teaching grant for each qualified university/college course about cloud computing that uses AWS for labs. According to our previous experience, as long as the course is formally offered in a university/college with a course web site, Amazon will give the teaching grant ($100 credits per student). Second, even without the teaching grant, each new AWS account can use an amount of free credits for the first year, which will be sufficient to cover the cost of related labs.

Expected learning outcomes: Students learn to use the cloud platforms to build cloud applications; students understand the technical issues of cloud computing infrastructure.

Currently, we have developed the following labs:

- Simple AWS Lab: use commandline tools and the programming interface to manage EC2 and S3 resources.
- Advanced AWS Lab: learn how to automatically deploy and manage a cluster (e.g., a Hadoop cluster) on EC2. Learn the performance difference between S3 and instance-level local storage.
- Docker Lab: learn to use the Docker containers - a popular virtualization technique.
- Virtualization Lab: understand the differences between the OS on the bare-metal system and that on the virtualization systems.

These labs are more focused on Infrastructure-as-a-Service (IaaS). More labs will be developed on Platform-as-a-Service (PaaS), using existing popular providers such as Google App Engine and Microsoft Azure.

4.2 Big-Data Computing Labs

Recent studies show that data-intensive applications or services (e.g., parallel batch processing and business analytics) will be the major applications in the cloud. Therefore, students who are equipped with the knowledge in the software systems and practice skills for large-scale data analytics will have good opportunities in the market. This second set of labs is designed to meet the new trends in cloud-based data analytics.

Expected learning outcomes: Students learn to use the MapReduce programming model, the Pig language, the Spark system, and cloud data store systems to solve real problems; students
understand how to choose appropriate data intensive scalable computing tools for different data analytic problems.

Currently, we have developed the following labs:

- **Hadoop/MapReduce Lab**: get familiar with the Hadoop system and learn to program with MapReduce.
- **Pig Programming Lab**: learn to program with the higher-level language Pig for MapReduce processing of relational data.
- **Spark Lab**: learn to program with the Spark system, faster reliable parallel processing with Resilient Distributed Datasets (RDD).
- **Cassandra Lab**: learn to manage and program with the Cassandra key-value store.

A few more labs are under planning to address the current trend of big data processing.

### 4.3 Cloud Economics Labs

It is well recognized that cloud economics distinguishes cloud computing from service computing and other types of distributed computing. Since cloud resources can be obtained on demand and billed only for their usage (e.g., each EC2 instance has a price per hour), one of the key problems is to minimize the cost while preserving the Quality of Service (QoS). Concretely, there are a number of related problems. (1) For Web applications hosted in the cloud, the workload is determined dynamically by users’ requests. Thus, it is important to accurately predict the workload so that cloud resources can be provisioned promptly and in appropriate size. (2) For large-scale data analytic applications, the workload is pre-determined by the amount of data to be analyzed and the complexity of the analysis algorithm. There is an intricate relationship among the amount of resources to use, the time the job will take to finish, and the amount of money paid to the cloud provider, which can be formulated and solved as optimization problems.

**Expected learning outcomes**: Students understand the basic principles of cloud economics; students learn the skills for modeling and experiment with the cost models and the pricing models.

Currently, we have developed two labs:

- **Resource Monitoring and Provisioning for Web Applications**: Study the resource provisioning problem for Web Applications deployed in the cloud and experiment with related techniques.
- **MapReduce Cost Modeling and Resource Provisioning**: Study the MapReduce processing workflow and experiment with the MapReduce cost model and resource optimization methods developed by our research team.
We will develop one more lab about cloud pricing models.

4.4 Security and Privacy Labs

Without good understanding of cloud security and effective security and privacy-preserving solutions, many companies, government agencies and research institutes will hesitate to use public clouds. In this set of labs, we study two issues: (1) exploring the security threats that are unique to the cloud platform, and (2) experimenting with the geometric data perturbation technique for privacy preserving data mining in the cloud.

Expected learning outcomes: Students understand the specific security and privacy issues in cloud computing; students learn the technical skills to explore the security and privacy problems and apply the latest techniques to enhance security and privacy.

We have developed two labs:

- Data Privacy Lab. Implement and experiment with several data disguising methods for protecting data privacy in outsourced database and data mining services.
- Data Security Lab. Learn about the security issues with the cloud systems.

More security labs may be added in the near future.

5 Deployment and Evaluation

In this section, we briefly review the deployment history of the designed labs, and report the evaluation methods and results.

5.1 Deployment

We have deployed most of the designed labs to classes. Figure 3 shows the status of lab deployment. The labs are developed and deployed in three batches. The first three labs were designed and used in CS499 (Cloud Computing) and CEG435 (Distributed Computing Systems) during 2009-2012 when Wright State was still using the quarter system. Then they were continuously evolved and deployed in semester classes CEG7380 (Cloud Computing) and CEG4360 (Distributed Systems and Cloud Computing). The second batch, including four labs, was developed during 2012-2014 and used in three courses: the above two, plus CEG2350 (OS Concepts and Usage) that uses the Introduction lab. The third batch, including six labs, was developed in 2015, among which four had been deployed in CEG7380 and the other two are expected to be deployed in 2016.

5.2 Evaluation

Project evaluation is overseen by the advisory committee which consists of two renowned cloud computing researchers and educators: Prof. Jimmy Lin at University of Waterloo and Prof. Cal-
Evaluation Goals The goal of this project is to enhance student learning in cloud computing education using the proposed laboratories. The efficiency and effectiveness of the labs are the major factors to be evaluated. We quantify the lab efficiency using the following metrics: (1) the level of difficulty of a lab; (2) the usefulness of the supporting materials; (3) the time students spent on a lab; (4) whether the time spent is worthwhile; (5) whether too much time is spent on the tasks that are non-essential to the targeted concepts.

The effectiveness factor assesses student learning as a result of the project. We quantify the effectiveness using the following metrics: (1) students’ level of interest in the lab exercise; (2) students’ level of engagement in the lab exercise; (3) level of challenge presented by the lab exercise; (4) amount of effort spent in completing the lab exercise; (5) students’ level of understanding of the targeted cloud computing principles; (6) students’ application of the required skills and confidence in their abilities after finishing these labs; (7) students’ development of related skills - problem solving, critical thinking, creative thinking, ability to think independently; (8) students’ perceptions of their learning; (9) students’ assessment of the lab as a valuable part of the course.

Figure 3: The deployment of current labs. Blue: deployed, Yellow: developed but not deployed yet.

ton Pu at Georgia Tech. The Center for Teaching and Learning (CTL) at Wright State provided supports for syllabus analysis and study design.

Evaluation Results and Analysis The evaluation was done in three semesters during 2014-2015 for two courses: CEG7380: Cloud Computing and CEG4360: Distributed Systems and Cloud Computing. The enrollments are 9, 42, and 29, respectively for CEG4360 in Spring 2014, CEG7380 in Fall 2014, and CEG4360 in Spring 2015. Figure 4 shows the distribution of the evaluated labs. We select some evaluation metrics to show the efficiency and effectiveness.
<table>
<thead>
<tr>
<th>Labs</th>
<th>2014 Spring /CEG4360</th>
<th>2014 Fall /CEG7380</th>
<th>2015 Spring /CEG4360</th>
</tr>
</thead>
<tbody>
<tr>
<td>AWS</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hadoop/MapReduce</td>
<td>X</td>
<td>X</td>
<td>X</td>
</tr>
<tr>
<td>Advanced AWS</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pig Programming</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Data Privacy</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Web App Resource</td>
<td></td>
<td></td>
<td>X</td>
</tr>
</tbody>
</table>

Figure 4: The evaluated labs during 2014-2015.

1. How much time in total did you spend in completing the lab exercise?
2. Your level of interest in this lab exercise. (high, average, low)
3. How challenging is this lab exercise? (high, average, low)
4. How valuable is this lab as a part of the course? (high, average, low)
5. Are the supporting materials and lectures helpful for you to finish the project? (very helpful, somewhat helpful, not helpful)
6. How confident do you feel on applying the skills learned in the lab to solve other problems? (high, average, low)

Figure 5: The average time spent on the labs by the students. Notation: Lab-Name/semester.

Figure 6: Students’ interest on the labs.

Figure 5 shows the average time spent on each lab. These labs can be finished in about 20-30 hours. HadoopMR/S15 was revised to be easier for undergraduate students, and thus its average time is reduced to 20 hours, compared to other versions of HadoopMR. Figure 6 shows that overall students are very interested in these labs. The HadoopMR/S14 lab was a little bit too difficult for undergraduate students, which was also indicated by the difficulty evaluation as shown in Figure 7. The difficulty level of the HadoopMR labs and the WebApp Res. lab can be adjusted in the future design. Other labs have reasonable difficulty levels. Students all highly valued these labs as shown in Figure 8. Students’ confidence in applying the learned skills (Figure 9) seems correlated with
their feeling on difficulty levels, which is reasonable. Finally, as Figure 10 shows, the majority of students consider the supporting materials are very useful. However, we see there are still rooms for us to improve.

6 Conclusion

With the increased popularity of cloud computing technology and applications, cloud computing education has started to follow up to meet the market demands. Cloud computing, similar to most computer science courses, has a major focus on the training of practical skills. However, only a few labs so far were developed and accessible to the public. In this paper, we report the design and evaluation of the CUTE labs for cloud computing education. The CUTE labs comprehensively cover the four aspects of cloud computing: cloud systems, big data computing, cloud economics, and cloud security and privacy. So far, we have developed 13 labs. 11 of the 13 have been deployed during 2009-2015 and 6 of the 11 have been evaluated during 2014-2015. Six evaluation metrics are used, mainly based on students’ surveys. The results show that students like and benefit from these labs, but a few labs might be too difficult. Overall, we believe these labs have successfully reached their initial design goals. We will continue to improve them and develop more high-quality labs.
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