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Abstract  

 

This work in progress (WIP) paper describes the conceptual design of an information 

visualization display. Earlier the authors proposed a 6-item coding scheme for the evaluation of 

engineering problem-solving skills. The coding scheme is called CAIR which stands for 

Constructive Alignment Integrated Rating system. CAIR can offer insight into the abstractions 

and depth of errors present in the solution to any closed-ended engineering problem. However, 

on its own, CAIR cannot communicate the grading styles of teaching assistants or problem-

solving abilities of students in aggregate for a test, course, courses, and so on. The goal of this 

work is to visualize and make meaning of CAIR-related assessment data. Our display design is 

inspired by concepts from the domain of human factors engineering. A low-fidelity conceptual 

design and walk-through of the display are provided and key scenarios and tasks the instructor 

can achieve via using the display are explored. The display can inform the instructor on both the 

quality of the marking done by the assessor(s) and common problem-solving errors committed 

by the students across a problem, test, and so on.  

 

Introduction 

 

Meeting the pedagogical goals of Constructive Alignment, Formative and outcomes-based 

Assessment are deemed significant for learning [1]–[3]. Constructive Alignment promotes a 

social negotiation and mapping between the goals set and evaluations made for an activity such 

as engineering problem-solving [1], [4], [5]. In this view, assessment can be conceptualized as a 

cycle where each group of instructors, assessors, and students needs to interact and successfully 

fulfill the expectations surrounding their role to facilitate student learning and complete an 

assessment loop.  

 

Instruments in the form of marking and feedback schemas that facilitate the outcomes-based 

assessment of student competencies exist [6]–[17]. There also exists data mining algorithms that 

use internal and external assessments along with student demographic and psychometric factors 

to predict student performance [18]–[21]. Most of the assessment systems (i.e., instruments or 

techniques), however, do not outline how the instructor should make use of the data collected 

and synthesize measured skills and meta-competencies (i.e., engineering problem solving) that 

transcend across domains. Besides, existing systems tend to present tabular data and descriptive 

summaries (e.g. median), or histograms only, rather than illustrate criterion-based evaluation 

data such that they are entirely visual [22], [23].  

 

Earlier, the authors proposed an instrument to enable data collection around the assessment of 

engineering problem-solving skills per student solution to any given closed-ended engineering 

problem. For a complete description of the instrument and its use, see [24]. The instrument is 



 

called CAIR which stands for Constructive Alignment Integrated Rating system. The CAIR 

instrument was inspired by the concept of Work Domain Analysis and its tool called the 

Abstraction Hierarchy from the field of human factors engineering [25]. The Work Domain 

Analysis advises designing a system based on the goals and governing constraints of the 

environment in which the system operates. In our case, the system of interest is a formative 

assessment tool. The goal of the instrument is to attribute solution-specific feedback with generic 

engineering problem-solving competencies as expressed by accreditation agencies such as ABET 

and CEAB [26], [27]. The Abstraction Hierarchy further outlines an organizational structure for 

piecing the information requirements of a system. Using these concepts and findings from 

engineering problem-solving and assessment literature, we derived a model for error tagging and 

feedback for any given closed-ended engineering problem-solving activity. 

 

When using CAIR, each error-tag has two key attributes, namely has 1) an error abstraction type 

classification of Goal, Theory, or Calculation and 2) an error depth or decomposition type 

classification of Surface or Deep. Having this information at hand is useful because the literature 

reveals there are some patterns in engineering problem-solving expertise and errors committed. 

For example, underperforming student solutions (i.e., receive a failing mark) tend to have a 

higher number of errors than achieving student solutions (i.e., receive a passing mark). Also, 

underperforming students exhibit a higher proportion of goal and theory errors as well as deep 

errors as compared to achieving students in their problem-solving work [28]–[30]. 

 

Situating the CAIR instrument within the assessment cycle alone underscores the prominent role 

the instructor plays from start to finish. More specifically, the instructor not only influences the 

assessment cycle at the beginning during the creation of problems and assessment guides but also 

after the completion of marking. The assessment cycle has the potential to both provide students 

with formative feedback on their work and provide the instructor with insights into student 

learning. This work in progress paper shares the conceptual design of a display that takes as 

input the data collected from the digital version of CAIR. A version of this design was first 

proposed by [31]. 

 

Display Design Process   

 

We first identified the goals of the primary user (instructor): 1) to track the quality of evaluations 

made by the assessors and 2) to track the types of problem-solving errors demonstrated on 

student solutions. Second, the data that is produced by assessors and students during the 

assessment process was outlined. Examples include the total mark of a problem, types of errors 

tagged by the assessors, performance grade of student solutions, etc. Using this data, the goals 

were then broken down and detailed into a set of user stories, as shown in Figure 1. The 

advantage of user stories was that they could be turned into formulaic statements that are 

understandable by computer logic (if-then statements and quantitative relationships). Interface 

(i.e., semantic mapping) and universal design (i.e., consistency) principles were then utilized to 

reformulate these statements into a visual, which we refer to as the building block visual  [25], 

[32]. This building block visual effectively communicates all the functional statements (i.e., 1.1 

to 1.3, 2.1 shown in Figure 1) through its structural organization. Our building block visual can 

transcend across multiple aggregates of the data.  

 



 

As the instructor I want to: 

1. Evaluate the quality of the grading process carried out by the assessors… 

1.1 I want to monitor the counts of CAIR error tags on graded solutions to check that 

failing solutions have more Goal and Theory error tags combined than the passing 

student solutions. This is to check that the grade being given and the feedback the 

student receives is in alignment. 

1.2 I want to monitor the counts of CAIR error tags on graded solutions to check that 

the Deep error count of failing student solutions is greater than passing student 

solutions. Again, this is to check that the grade being provided aligns with the 

feedback the student receives. 

1.3 I want to monitor the time spent by the assessors evaluating student solutions and 

check that it is in the expected range or consistent among assessors overall and 

across passing and failing performance categories. This is to make sure assessors are 

spending their assigned teaching assistantship time or check if I have assigned an 

appropriate time to them. 

 

2. Stay informed about the quality of the problem-solving skills being exhibited by my 

students. 

2.1 I want to know what types of errors students are making overall, and what types of 

errors did students who have passing solutions make? And what types of errors did 

students who have failing solutions make? This is to inform my instructional 

approach and help me provide overall feedback to the class.  

 

Figure 1. User stories are broken down into functional statement(s), taken from [24]. 

 

Figure 2 illustrates the building block visual as it may appear on the proposed display. Here an 

example data distribution is shown along with the legend. It is important to note that the visual 

shown in Figure 2 is only a preliminary conceptual design. Our future work requires testing and 

iteration to arrive at a polished design. Due to the nature of obtained formulaic statements, we 

gathered that the instructor mostly needs to compare the distribution and proportions of a 

variable (e.g., deep errors, surface errors, or time spent) across two groups (e.g., receive a 

passing versus failing mark). Following visual and universal design guidelines, we use a stacked 

bar structure repeatedly around three sides of a hypothetical data aggregate box. Further, we 

decomposed a hypothetical data aggregate box into two performance groups and used the 

stacked bar structure around the three sides of the “failing” and “passing” boxes. We then used 

three shades of distinct colors (e.g., grey, blue, and green here but a more accessible texture color 

space could be used in the final design) to differentiate between our three main variables. The 

title at the top of a building block visual would reveal the data aggregate under analysis (e.g., 

individual problems on a test, or all the problems one a test together, etc.). The number of 

student solutions within the failing, passing, and whole categories is listed underneath each box. 

The left side of each box shows the distribution of Goal, Theory, and Calculation error tags for 

solutions with at least one error marked by the TA. The top side of each box presents the 

distribution of Deep and Surface errors for the same set of solutions. The right side of each box 

shows the distribution of time spent by the assessors on marking each of the solutions. The time 

stacked bar accounts for the expected time range set a priori by the instructor. The time stacked 

bar indicates if assessors spent less (under time) or more (over time) than expected in their 



 

evaluations. Using the stacked bar graphical element repeatedly and the isomorphic (repeated) 

structure of the building block as a whole and for the failing and passing solution data sets follow 

the consistency principle from universal design.  

 

The user stories are addressed through this visualization as follows (taken from [24]):  

 

1.1 The instructor compares the left side of the passing box to the left side of the failing box to 

check to see that student solutions that receive a failing mark have a higher proportion of the 

darker grey shade than passing solutions (i.e., failing solutions have more Goal and Theory 

errors than passing solutions). 

1.2 The instructor compares the top of the passing box to the top of the failing box to check to 

see that student solutions that receive a failing mark have a higher proportion of darker blue 

shade than passing (i.e., failing solutions have more Deep errors than passing solutions). 

1.3 The instructor examines the right side of all of the boxes to check to see that for each 

category there is a minimal degree of the lighter shade of green present (i.e., assessors spend 

at least the minimum expected time on each solution). The instructor might also be 

concerned with how much dark green is represented in the display because this would 

indicate that the assessors spent more time than expected. 

2.1 The instructor compares the left and top sides of each box to deduce the CAIR-specific tags 

present.  

 

 
Figure 2. Legend and overview of building block visual, taken from [24]. 

 

Conclusion and Future Work 

 

This work in progress paper shares the conceptual design of a display that uses data from CAIR, 

an instrument previously proposed by the authors for marking and feedback on closed-ended 

engineering problem-solving activities. The display aims to open a discussion around the 

potentials of using and processing outcomes-based assessment data. The display can help the 

instructors to first examine the quality of assessor evaluations and once necessary adjustments 

are made then use the data to monitor the state of problem-solving errors in student solutions at 

various levels: the problem level, test level, course level, and potentially across multiple courses. 

An assessment approach built on the Constructive Alignment principle that cultivates a marking 

system like CAIR has the capacity for monitoring various aggregations of data within the 

assessment cycle. Working with data aggregations that are constructively aligned can help the 

instructors to achieve outcomes-based assessments at the course and curriculum levels. Future 

work requires testing and analysis of the instructor’s uptake with the CAIR display. Future work 



 

should also consider the development of tools and resources that can intuitively guide the faculty 

with the development of user stories when wanting to evaluate the quality of their course 

assessments. 
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