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Design of Experiments Approach to Verification and Uncertainty Estimation of Simulations based on Finite Element Method (*)

Abstract

A fundamental mathematical modeling and computational tool in engineering and applied sciences is the finite element method (FEM). The formulation of every such problem begins with the building of a mathematical model with carefully chosen simplifying assumptions that allow an engineer or scientist to obtain an approximate FEM-based solution without sacrificing the essential features of the physics of the problem. Consequently, one needs to deal with many types of uncertainty inherent in such an approximate solution process. Using a public-domain statistical analysis software package named DATAPLOT, we present a metrological approach to the verification and uncertainty estimation of FEM-based simulations by treating each simulation as a "virtual experiment." Similar to a physical experiment, the uncertainty of a virtual experiment is addressed by accounting for its physical (modeling), mathematical (discretization), and computational (implementation) errors through the use of a rigorous statistical method known as the design of experiments (DOE). An introduction of the methodology is presented in the form of five specific topics: (a) the fundamentals of DOE, (b) the assumptions of model building, (c) setting objectives for an experiment, (d) selecting process input variables (factors) and output responses, and (e) weighing the objectives of the virtual experiment versus the number of factors identified in order to arrive at a choice of an experimental design. The method is then specialized for FEM applications by choosing a specific objective and a subclass of experimental designs known as the fractional factorial design. Two examples of this FEM-specific approach are included: (1) The free vibration of an isotropic elastic cantilever beam with a known theoretical solution, and (2) The calculation of the first resonance frequency of the elastic bending of a single-crystal silicon cantilever beam without known solutions. In each example, the FEM-simulated result is accompanied by a prediction 95% confidence interval. Significance and limitations of this metrological approach to advancing FEM as a precision simulation tool for improving engineering design appear at the end of this paper.

(*) Contribution of the National Institute of Standards & Technology. Not subject to copyright.

Introduction

A fundamental mathematical modeling and computational tool in science and engineering today is the finite element method (see, e.g., Hughes and Zienkiewicz). The method, abbrev. FEM, originated from aerospace applications in the 1960s where large scale fuselage, wings, tail assembly, and engines needed a new tool to relate their complex geometry, materials properties, loadings and uncertainties to performance within a reasonable margin of safety. The method was adopted by the nuclear power industry in the '70s and the automobile manufacturers in the '80s to improve design and ensure safety of critical components and systems. Since then, a large number of proprietary, commerically-available, and public domain FEM software packages has appeared with applications not only in all branches of engineering but also as a modeling and simulation tool in basic and applied sciences such as biology, biomechanics, microelectromechanical systems (MEMS), and nanotechnology.
The problem with any given FEM software package is that it seldom delivers simulations with an estimate of uncertainty due to variability in geometry, material properties, loadings, and software implementation. For engineering applications, the lack of uncertainty estimates is generally accepted since decisions are made with judgment and code-prescribed safety factors. For advanced engineering and scientific research, where input parameters are not well characterized and the fundamental governing equations are not even known in some cases and thus the objects of investigation, such lack in FEM simulations falls short for making them credible prior to a process of verification for mathematical and computational correctness and validation against physical reality.

During the last two decades, advances in model and simulation verification and validation (abbrev. V&V) dealing with (a) uncertain input and uncertainty in modeling (see, e.g., Ayyub, 1998; Lord and Wright, 2003; and Hlavacek, 2004), (b) V&V (see, e.g., Oberkampf, 1994; Roache, 1998; Oberkampf, Trucano, and Hirsch, 2002; Babuska and Oden, 2004; and Fong, et al, 2005), and (c) validation in the context of metrology (see, e.g., Butler, et al, 1999; and Fong, et al, 2006), have appeared in the literature. Government agencies and professional societies have also added their concern and made major contributions in the form of directives, guides, and reviews. Significant advances in V&V of FEM simulations have also been reported (see, e.g., Haldar, Guran, and Ayyub, 1997; Haldar and Mahadevan, 2000; Yang, et al, 2002; and Fong, et al).

Unfortunately, the problem is hard and progress has been slow for two reasons, one being obvious and the other not so obvious from a technical standpoint. The lack of adequate funding is the obvious one, but, surprisingly, the lack of a statistical perspective is the other as noted below in a 2002 review of the state of the art of V&V by Oberkampf, Trucano, and Hirsch:

"... In the United States, the Defense Modeling and Simulation Office (DMSO) of the Department of Defense (DOD) has been the leader in the development of fundamental concepts and terminology for V&V.

"... Of the work conducted by DMSO, Cohen observed: 'Given the critical importance of model validation ... it is surprising that the constituent parts are not provided in the DOD directive concerning validation. A statistical perspective is almost entirely missing in these directives.' We believe this observation properly reflects the state of the art in V&V, not just the directives of DMSO. That is, the state of the art has not developed to the place where one can clearly point out all of the actual methods, procedures, and process steps that must be undertaken for V&V." [Italics added by the authors of this paper.]

The purpose of this paper is, therefore, two fold: (1) To introduce a statistical perspective to the general problem of V&V with a metrological approach, and (2) to specialize this approach to a subclass of the V&V problem, namely, the FEM-based simulations, with a goal of estimating a prediction 95% confidence interval for any response variable of a finite element model. This metrology-based approach consists of two old ideas and two new tools as shown below:
Idea No. 1. Each FEM-based simulation is treated as a "virtual experiment." Since the expression of uncertainty in a physical experiment is well known in the metrology literature \(^{33,34}\), where the result of a measurement is considered complete only when accompanied by a quantitative statement of its uncertainty, we extend this idea and its associated error definitions to all FEM-based simulations.

Idea No. 2 As a virtual experiment, every FEM-based simulation is required to have an associated experimental design, with which a goal of estimating a prediction 95% confidence interval for any response variable is attainable. Again, the statistical theory of design of experiments, abbrev. DOE, has been known for a long time (see, e.g., Natrella\(^{35}\), 1963; John\(^{36}\), 1971; Box, Hunter and Hunter\(^{37}\), 1978; and Montgomery\(^{38}\), 2000).

Tool No. 1 A public-domain electronic handbook on statistical methods\(^{39}\), that first appeared in 2003 with a clear exposition on DOE, and numerous examples and case studies for introductory and in-depth learning. Based on that handbook, we present a brief summary of the basic ideas of DOE before we use the second tool to estimate the confidence interval.

Tool No. 2 A public-domain statistical software package named DATAPLOT\(^{1}\).

To present this new approach, we divide the paper into four parts. Part I is a statement of the problem and a rationale of our solution approach. In Part II, we introduce DOE through a brief exposition based on Croarkin, et al\(^{39}\) by discussing each of the following five topics:

- **Topic A.** Fundamentals of DOE.
- **Topic B.** Assumptions of model building.
- **Topic C.** Setting objectives for an experiment.
- **Topic D.** Selecting process input variables (factors) and output responses.
- **Topic E.** Weighing objectives of the experiment versus the number of factors in order to arrive at a choice of an appropriate experimental design.

In Part III, we choose, for FEM applications, a specific objective and a subclass of experimental designs known as the fractional factorial design for two-level experiments (see, e.g., Box, Hunter, and Hunter\(^{37}\), pp. 374-433). Finally, in Part IV, we give two examples to illustrate this DOE approach: (1) The FEM simulation of the free vibration of an isotropic elastic cantilever beam, of which a theoretical solution is known\(^{40,41}\). (2) The calculation of the first resonance frequency of the elastic bending of a single-crystal silicon cantilever beam using FEM, for which no known solution exists\(^{32}\). Significance and limitations of this approach to verification and uncertainty estimation of FEM-based simulations are discussed at the end of this paper.

**Part I. Nature of the Problem and the Solution Approach**

To characterize the nature of the problem, we examine three major classes of errors, whenever a user of a FEM software package attempts to formulate a model and obtain a computer-generated
numerical simulation. The three classes are: physical (modeling), mathematical (discretization), and computational (implementation), as amplified below:

Class A. **Physical (modeling) errors** due to the *inexactness* of input parameters, and, in some cases, *unknown* governing equations.

This class of errors reflects a fundamental difficulty in all branches of continuum physics, where the number of response variables (or degrees of freedom) exceeds the number of governing equations given by the laws of conservation of linear and angular momenta and the first and second laws of thermodynamics. To complete a well-posed mathematical model, the missing equations are postulated by engineers or scientists with coefficients based on experimental evidence, and can be broken down into three categories: (a) constitutive laws, linear or nonlinear, of material properties that relate one set of response variables (e.g., displacements) to another set (e.g., stresses), (b) atomic and molecular interaction laws that relate motion variables to forces, and (c) friction coefficients that relate interfacial motion to tangential and normal forces. Any attempt to obtain a numerical solution by FEM with a less-than-fully-understood set of governing equations and boundary conditions is subject to errors only a FEM user is intimately familiar with.

Class B. **Mathematical (discretization) errors** due to subdivisions in space, choice of steps in time, order of approximations, and iterative schemes for nonlinear problems.

All FEM simulations begin with a discretization scheme, or the so-called mesh design, which is user-dependent. For a fixed mesh design, the simulation delivers an approximate solution with a discretization error *on top of the Class A (Physical) error* due to an assumed governing system of equations, a set of input parameters such as the geometrical data, the material property and physical constants, and the discretization of the initial and boundary conditions. In theory, as the mesh design becomes progressively more refined, the results should converge to a "correct" solution. In practice, during a process (again user dependent) of grid convergence through mesh refinement, the finite precision of a real number in a computer sets a limit, beyond which the round-off error overwhelms the discretization error. For different mesh designs and, in case of nonlinear problems, different iterative schemes, the paths of grid convergence for FEM simulations of a given problem generally do not lead to identical results.

It is worth mentioning that, by definition, any measure of Class B error is equal to or greater than Class A error, because no computation can proceed without first formulating a discretized model from a continuum one with a built-in Class A error. However, most FEM users ignore Class
A error or assume it to be zero for a fixed model, and proceed to make Class B error estimates using numerical analysis techniques (see, e.g., Zienkiewicz and Taylor\textsuperscript{3} [Chap. 14, pp. 365-400]). For convenience, we shall adopt this convention and make estimates of Class B error for a fixed model assuming Class A error associated with that model to be zero.

Class B*. Mathematical (geometric nonlinearity) errors due to large deformation.

For the sake of completeness, it is important to include another class of errors that is geometric in nature. In modeling physical experiments in biotechnology, chemical physics, fluid-structural interactions, and structural instability (buckling), where the motion is generally large and a linearized model is no longer adequate, the problem becomes nonlinear, and the traditional representation of a particle in either Lagrangian or Euler formulation needs to be augmented by very costly iterative schemes. FEM simulations using different iterative schemes for different Lagrangian/Euler formulation yield non-identical and sometimes non-convergent results. However, for this expository paper on DOE with examples of very small displacements, we will ignore this class for brevity.

Class C. Computational (implementation) errors due to the non-uniqueness of FEM software system engineering.

As computing power increased, so did the complexity of the FEM software systems, which today often involve millions of lines of code. Those complex codes, developed over many years by large teams, routinely deliver simulations without a global "guarantee" of correctness, and the users must devote considerable resources to plan and conduct ad-hoc numerical experiments before using the software with confidence. The fact that lessons learned during those ad-hoc experiments are seldom documented and calibrated with benchmarks gives rise to a trustworthy issue, i.e., different FEM software gives different results of simulations for the same mesh design and mathematical model of a specific physical reality.

Generally speaking, when the material property constitutive equations of a mathematical model are postulated for lack of sufficient experimental evidence such as the thermal-mechanical time-dependent deformation of a nuclear reactor fuel rod, the Class A (physical) error estimates lead to uncertainties of a much larger magnitude than either B or C. We will illustrate this with a preview of our Example 1 in this section and later in Part IV a proof of that assertion.

As stated earlier, Example 1 is the FEM simulation of the free vibration of an isotropic elastic cantilever beam, of which a theoretical solution exists in the literature\textsuperscript{40,41}. As shown in Fig. 1, the formula for the first resonance frequency, $Freq_1$, of an isotropic elastic cantilever beam of length $L$, when specialized to a rectangular beam cross-section of thickness $t$, is given by the following simple formula:
(Freq-1)_{isotropic} = \frac{1}{2\pi} (1.875)^2 \sqrt[2]{\frac{E}{12\rho} \frac{t}{L}} = 0.161522 \sqrt[2]{\frac{E}{\rho} \frac{t}{L}}. \quad (1)

Fig. 1. Simple beam-vibration analysis: (Top) Basic properties of simple beam, i.e., Young’s modulus, $E$, moment of inertia, $I$, mass per unit length, $\bar{m}$, and length of the beam, $L$, and (bottom) the theoretical solution for the resonance frequency of the first vibration mode. After Clough and Penzien\(^4\), p. 380, Fig. E18-1. Note: If we assume a beam with a rectangular cross section of width $w$, and thickness $t$, and if the mass density per unit volume is given by $\rho$, the term $I/\bar{m}$ becomes $t^2/(12\rho)$, which is independent of the width $w$.

Free Vibration of a Silicon Cantilever Beam (Assume Isotropic)
Beam length = 232 um, thickness = 7 um, width = 34 um

FEM Grid Convergence Result
(ANSYS 11.0, 8-node Hex Element ST45)

<table>
<thead>
<tr>
<th>Mesh Size (m)</th>
<th>Deg of Freedom</th>
<th>Frequency_1 (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>2,835</td>
<td>181.238</td>
</tr>
<tr>
<td>6</td>
<td>8,463</td>
<td>180.870</td>
</tr>
<tr>
<td>8</td>
<td>18,819</td>
<td>180.692</td>
</tr>
<tr>
<td>12</td>
<td>59,475</td>
<td>180.524</td>
</tr>
</tbody>
</table>

Note: Assume Young’s Modulus = 169,158 MPa,
and density = 2.329e-9 ton/cu mm,
we compute simple beam solution = 179.026 kHz

Fig. 2. A plot of the first bending resonance frequency (kHz) versus Mesh Size, $m$, in a FEM (ANSYS v.11.0) simulation of the free vibration of an isotropic elastic cantilever beam.
Fig. 3. A plot of the first bending resonance frequency (kHz) versus Mesh Size, $m$, in a FEM (ABAQUS v.6.7) simulation of the free vibration of an isotropic elastic cantilever beam.

Fig. 4. A plot of the least square fit of the four-mesh ABAQUS result using an inverse quadratic model, $y = a + b/x + c/x^2$. Note that the frequency at $m = \infty$ is given by the parameter $a$. 
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Fig. 5. From a re-plot of Fig. 4, we show that the estimated frequency from a least square fit of the model fails to match the theoretical solution. Note that in the red box, we represent the uncertainty of an estimated mean by the 95% half-interval in brackets following the mean.

We now present results of two FEM simulations, one using ANSYS v.11.0 (Fig. 2), and the other, ABAQUS (Fig. 3). We used the standard 8-node hexahedron (brick) element for a 4-mesh grid convergence test, and found both results quite satisfactory but numerically different. This illustrates the existence of Class C error due to software implementation. In Fig. 4, we show the result of a least square fit of an inverse quadratic model, $y = a + b/x + c/x^2$, for the 4-mesh ABAQUS simulation data, where the parameter, $a$, is the estimated frequency as mesh size approaches infinity (corresponding to a change from a discrete to a continuum body). In Fig. 5, we replotted the results of Fig. 4 to show that the asymptotic value of the FEM-simulated result failed to match the theoretical solution. This illustrates the existence of Class B error due to a combination of mesh design choice and finite machine round-off. In Part IV, Example 1, we will complete the investigation by quantifying the errors of all three classes defined earlier.

The definition of three classes of FEM simulation errors and the preview of Example 1 lead us to a statement of our solution approach. Basically, our ideas No. 1 (virtual experiment) and No. 2 (each simulation having a DOE) provide a basis to address errors of all three classes, because in a statistical design of experiments, we are free to identify as many input variables (factors) and output responses as we wish. To address Class A errors, we will identify as many inexact input parameters as "appropriate", so long as we have a "good" idea of their variability. To address Class B errors, we will take into consideration the mesh design, time increment, and mesh refinement for grid convergence when we list additional factors. To address Class C errors, we will consider different FEM packages and their element types also as factors in an experimental
design. We will, of course, end up with a large number of factors, but by using fractional factorial design of two-level experiments, we can reduce the number of computer runs to a manageable size in order to estimate uncertainty as a prediction 95% confidence interval.

Part II. Topic A: Fundamentals of DOE (see Croarkin, et al. 39, Chap. 5, Sect. 5.1, pp. 9-20)

In an experiment, we change one or more process variables (factors) in order to observe the effect the changes have on one or more response variables. DOE is an efficient procedure for planning experiments so that the data obtained can be analyzed to yield valid and objective conclusions.

DOE begins with determining the objectives of an experiment and selecting the process factors for the study. An Experimental Design is the laying out of a detailed experimental plan in advance of doing the experiment. Well chosen experimental designs maximize the amount of "information" that can be obtained for a given amount of experimental effort.

The statistical theory underlying DOE begins with the concept of process models. A process model of the 'black box' type is formulated with several discrete or continuous input factors that can be controlled, and one or more measured output responses. The output responses are assumed continuous. Real or virtual experimental data are used to derive an empirical (approximate) model linking the outputs and inputs. These empirical models generally contain first-order (linear) and second-order (quadratic) terms.

The most common empirical models fit to the experimental data take either a first- or second-order form. A first-order model with three factors, \( X_1, X_2 \) and \( X_3 \), can be written as

\[
Y = \beta_0 + \beta_1 X_1 + \beta_2 X_2 + \beta_3 X_3 + \beta_{12} X_1 X_2 + \beta_{13} X_1 X_3 + \beta_{23} X_2 X_3 + \text{errors}
\]  

(2)

Here, \( Y \) is the response for given levels of the main effects \( X_1, X_2 \) and \( X_3 \), and the \( X_1 X_2, X_1 X_3, X_2 X_3 \) terms are included to account for a possible interaction effect between \( X_1 \) and \( X_2 \), \( X_1 \) and \( X_3 \) and \( X_2 \) and \( X_3 \), respectively. The constant \( \beta_0 \) is the response of \( Y \) when both main effects are 0. In Example 1, we use a linear model with three factors and one response variable, and a complete representation of that model contains just 8 terms on the right hand side of eq. (2), i.e., a constant term, three main effects terms, three two-way interaction terms and one three-way interaction term. In Example 2, we use a linear model with five factors and one response variable, and total number of terms on the right hand side of eq. (2) is \( 2^5 \), or 32.

A second-order (quadratic) model (typically used in response surface DOE's with suspected curvature) does not include the three-way interaction term but adds three more terms to the first-order model (2), namely

\[
\beta_{11} X_1^2 + \beta_{22} X_2^2 + \beta_{33} X_3^2.
\]

Note: Clearly, a full model could include many cross-product (or interaction) terms involving squared \( X \)'s. However, in general these terms are not needed and most DOE software defaults to leaving them out of the model.
This concludes Section 5.1.1 of Croarkin, et al\textsuperscript{39} on "What is experimental design?" The reader is invited to read Croarkin, et al\textsuperscript{39} for the two follow-up sections, namely, Section 5.1.2 on "What are the uses of DOE?" and Section 5.1.3 on "What are the steps of DOE?"

**Topic B: Assumptions of model building** (see Croarkin, et al\textsuperscript{39}, Chap. 5, Sect. 5.2, pp. 21-34)

In all model building we make assumptions, and we also require certain conditions to be approximately met for purposes of estimation. In Section 5.2 of Croarkin, et al\textsuperscript{39}, we look at some of the engineering and mathematical assumptions we typically make. These are:

(a) Are the measurement systems capable for all of your responses?
(b) Is your process stable?
(c) Are your responses likely to be approximated well by simple polynomial models?
(d) Are the residuals (the difference between the model predictions and the actual observations) well behaved?

Again, the reader is invited to read Croarkin, et al\textsuperscript{39} for more on this topic.

**Topic C: Setting objectives for an experiment** (see Croarkin, et al\textsuperscript{39}, Chap. 5, Sect. 5.3.1)

The objectives of an experiment are best determined by a team discussion. All of the objectives should be written down, even the "unspoken" ones. There are four broad categories of experimental designs, with various objectives for each. These are:

<table>
<thead>
<tr>
<th>Design</th>
<th>Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comparative designs</td>
<td>To choose between alternatives, with narrow scope, suitable for an initial comparison.</td>
</tr>
<tr>
<td></td>
<td>To choose between alternatives, with broad scope, suitable for a confirmatory comparison.</td>
</tr>
<tr>
<td>Screening designs</td>
<td>To identify which factors/effects are important.</td>
</tr>
<tr>
<td>Response Surface designs</td>
<td>To maximize or minimize a response.</td>
</tr>
<tr>
<td></td>
<td>To reduce variation by locating a region where it is easier to manage.</td>
</tr>
<tr>
<td></td>
<td>To make a process robust (note: this objective may often be accomplished with screening designs rather than with response surface designs).</td>
</tr>
<tr>
<td>Regression modeling</td>
<td>To estimate a precise model, quantifying the dependence of response variable(s) on process inputs.</td>
</tr>
</tbody>
</table>
Process variables include both inputs (factors) and outputs (responses). The selection of these variables is best done as a team effort. The team should

(a) Include all important factors (based on engineering judgment).

(b) Be bold, but not foolish, in choosing the low and high factor levels.

(c) Check the factor settings for impractical or impossible combinations, such as very low pressure and very high gas flows.

(d) Include all relevant responses.

(e) Avoid using only responses that combine two or more measurements of the process. For example, if interested in selectivity (the ratio of two etch rates), measure both rates, not just the ratio.

We have to choose the range of the settings for input factors, and it is wise to give this some thought beforehand rather than just try extreme values. In some cases, extreme values will give runs that are not feasible; in other cases, extreme ranges might move one out of a smooth area of the response surface into some jagged region, or close to an asymptote.

The most popular experimental designs are two-level designs. Why only two levels? There are a number of good reasons why two is the most common choice amongst engineers; one reason is that it is ideal for screening designs, simple and economical; it also gives most of the information required to go to a multilevel response surface experiment if one is needed.

The standard layout for a 2-level design uses +1 and -1 notation to denote the "high level" and the "low level" respectively, for each factor. For example, the matrix below

<table>
<thead>
<tr>
<th>Factor 1 (X1)</th>
<th>Factor 2 (X2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Trial 1</td>
<td>-1</td>
</tr>
<tr>
<td>Trial 2</td>
<td>+1</td>
</tr>
<tr>
<td>Trial 3</td>
<td>-1</td>
</tr>
<tr>
<td>Trial 4</td>
<td>+1</td>
</tr>
</tbody>
</table>

describes an experiment in which 4 trials (or runs) were conducted with each factor set to high or low during a run according to whether the matrix had a +1 or -1 set for the factor during that trial. If the experiment had more than 2 factors, there would be an additional column in the matrix for each additional factor. Note: An alternative convention is to shorten the matrix notation for a two-level design by just recording the plus and minus signs, leaving out the "1's".

To introduce the concept of a center point, we include in this topic a graphical representation of a two-level, full factorial design for three factors, namely, the $2^3$ design (see Fig. 6). This implies
eight runs (not counting replications or center point runs). The arrows show the direction of 
increase of the factors. The numbers '1' through '8' at the corners of the design box reference the
"Standard Order" of runs (also referred to as the "Yates Order").

![Diagram of a 2^3 factorial design]

**Fig. 6.** A 2^3 two-level, full factorial design; factors X1, X2, X3.

As mentioned earlier, we adopt the convention of +1 and -1 for the factor settings of a two-level
design. When we include a center point during the experiment, we mean a point located in the
middle of the design cube, and the convention is to denote a center point by the value "0". For a
more detailed exposition of the two-level design, the reader is invited to read the remaining
pages of Ref. 39, Chap. 5, Section 5.3.2, pp. 39-41.

**Topic E: Weighing objectives vs. number of factors (see Ref. 39, Sect. 5.3.3, pp. 42-44)**

The choice of an experimental design depends on the objectives of the experiment and the
number of factors to be investigated. Ref. 39, Section 5.3.3, pp. 42-44, gives a detailed
discussion of this very important topic, including a concise table of guidelines when one weighs
the objectives versus the number of factors (see Table 2):

**Table 2. Design Selection Guideline**

<table>
<thead>
<tr>
<th>Number of Factors</th>
<th>Comparative Objective</th>
<th>Screening Objective</th>
<th>Response Surface Objective</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1-factor completely randomized design</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2 - 4</td>
<td>Randomized block design</td>
<td>Full or fractional factorial</td>
<td>Central composite or Box-Behnken</td>
</tr>
<tr>
<td>5 or more</td>
<td>Randomized block design</td>
<td>Fractional factorial or Plackett-Burman</td>
<td>Screen first to reduce number of factors</td>
</tr>
</tbody>
</table>
Table 2 refers to a number of designs that are well-known as a subset of a much larger set of designs available in the literature as enumerated below:

Design Type 1. Completely randomized designs.

Design Type 2. Randomized block designs, which include Latin squares, Graeco-Latin squares, and Hyper-Graeco-Latin squares.

Design Type 3. Full factorial designs, which include two-level full factorial designs, three-level full factorial designs, and a discussion of the blocking of full factorial designs.

Design Type 4. Fractional factorial designs.

Design Type 5. Plackett-Burman designs.

Design Type 6. Response surface (second-order) designs, which include central composite designs, Box-Behnken designs, and blocking a response surface design.

Design Type 7. Adding center points.

Design Type 8. Three-level, mixed level and fractional factorial designs.

Design Type 9. D-Optimal designs.

Design Type 10. Taguchi designs.

Design Type 11. John's ¾ fractional factorial designs.

Design Type 12. Small composite designs.

Design Type 13. Mixture designs, which include simplex-lattice designs, simplex-centroid designs, and constrained mixture designs.

We refer the reader to Ref. 39, Chapter 5, for a detailed study of those types. It is a good idea to choose a design that requires somewhat fewer runs than the budget permits, so that center point runs can be added to check for curvature in a 2-level screening design and backup resources are available to redo runs that have processing mishaps.

Part III. Application of a DOE Approach to FEM Simulations.

For an application of the DOE approach to FEM simulations, we choose the screening objective and a two-level fractional factorial design that is applicable to any number of factors larger than 1 (see Table 2). The availability of (a) a public-domain statistical analysis software package named DATAPLOT, and (b) the documentation of an exploratory data analysis (EDA) approach of DATAPLOT for analyzing the data in 10 steps from a designed experiment (see Croarkin, et
Let us introduce the so-called EDA approach of DATAPLOT to a screening problem in experimental design and its 10-step algorithm. In general, there are two characteristics of a screening problem: (a) There are many factors to consider. (b) Each of these factors may be either continuous or discrete. The desired output from the analysis of a screening problem is:

1. A ranked list (by order of importance) of factors.
2. The best settings for each of the factors.
3. A good model.
4. Insight.

The essentials of the screen problem are:

1. There are $k$ factors with $n$ observations.
2. The generic model is

$$ Y = f (X_1, X_2, ..., X_k) $$

(3)

In particular, the EDA approach implemented in DATAPLOT is applied to $2^k$ full factorial and $2^{k-p}$ fractional factorial designs. Let us introduce a 10-step EDA process for analyzing the data from $2^k$ full factorial and $2^{k-p}$ fractional factorial designs as follows: (Note: For consistency with Ref. [39] in which DOE was replaced by DEX as an abbreviation for design of experiments, we list below the titles of each step with a joint abbreviation, DOE/DEX.)

Step 1. Ordered data plot.
Step 2. DOE/DEX scatter plot.
Step 3. DOE/DEX mean plot.
Step 4. Interaction effects matrix plot.
Step 5. Block plot.
Step 6. DOE/DEX Youden plot.
Step 7. $|\text{Effects}|$ plot.
Step 9. Cumulative residual standard deviation plot.
Step 10. DOE/DEX contour plot of two dominant factors.

Each of these plots will be presented with the following format:

1. Purpose of the plot.
2. Output of the plot.
3. Definition of the plot.
4. Motivation for the plot.
5. An example of the plot.
6. A discussion of how to interpret the plot.
7. Conclusions we can draw from the plot for the example data.
Part IV. Two Examples

Example 1. Free Vibration of an Isotropic Elastic Cantilever Beam

For a free vibration problem of an isotropic elastic cantilever beam, let us denote the length of the beam by $L$. Assuming the beam has a rectangular cross-section of width $w$, and thickness $t$, we denote the two material property constants of the beam by $E$, its Young’s modulus, and $\nu$, Poisson’s ratio. Let the density of the beam be denoted by $\rho$. As shown in Part I, eq. (1), it is known\textsuperscript{40,41} that the first bending resonance frequency of such a beam depends only on four of its six parameters, namely, $L$, $t$, $E$, and $\rho$.

Motivated by an application in atomic force microscopy where a cantilever beam is made of silicon, and adopting the SI units of mm, ton, s, N, and MPa, we assign the values of the four parameters as follows: $L = 0.232$, $t = 0.007$, $E = 169,158$, and $\rho = 2.329 \times 10^{-9}$. Let $Y$ be the response variable of the problem, i.e., the resonance frequency of the first bending mode of the free vibration of the cantilever beam, we apply eq. (1) to compute that $Y = 179.026$ kHz.

For this example of FEM simulations, we shall use two commercially-available packages, namely, ABAQUS\textsuperscript{4}, version 6.7, and ANSYS\textsuperscript{5}, version 11.0. For each package, we shall use an 8-node brick (hexahedron) as the basic element. Considering a Cartesian coordinate system where the length, thickness, and width of the beam are oriented in the $x$, $y$, and $z$ directions, respectively, and assuming the beam is uniformly subdivided into brick elements, we define $N_x$, $N_y$, $N_z$ as the number of subdivisions in $x$, $y$, and $z$ directions, respectively. Let $m$ be a positive integer that denotes the size of a mesh design, and for this example, we shall adopt a specific design such that $N_x = 5m$, $N_y = m$, and $N_z = 2m$. Thus the total number of elements for this class of design is $10m^3$. As $m$ increases, the mesh is progressively refined such that the discretized finite element model approaches a continuum as $m$ approaches infinity. As shown in Table 3 showing the FEM results presented earlier in Part I, Figs. 2 through 5, the frequency estimated from a 4-mesh grid convergence technique fails to match the theoretical solution.

<table>
<thead>
<tr>
<th>Mesh size</th>
<th>No. of elements</th>
<th>No. of nodes</th>
<th>Degrees of freedom</th>
<th>$Y$ (kHz) (ABAQUS)</th>
<th>$Y$ (kHz) (ANSYS)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>640</td>
<td>945</td>
<td>2835</td>
<td>181.052</td>
<td>181.238</td>
</tr>
<tr>
<td>6</td>
<td>2160</td>
<td>2821</td>
<td>8463</td>
<td>180.788</td>
<td>180.870</td>
</tr>
<tr>
<td>8</td>
<td>5120</td>
<td>6273</td>
<td>18819</td>
<td>180.646</td>
<td>180.692</td>
</tr>
<tr>
<td>12</td>
<td>17280</td>
<td>19825</td>
<td>59475</td>
<td>180.503</td>
<td>180.524</td>
</tr>
</tbody>
</table>

infinity (via a least square fit, Figs. 4 and 5) \[ 180.199 (0.096) \] \[ 180.201 (0.081) \]

Table 3. 4-Mesh Simulation Results and Grid Convergence Estimates of FEM Uncertainty

In short, this example illustrates that, because of additional errors such as round-off and matrix solver routines that have not been accounted for, there is always the difficulty of using a grid convergence technique to progressively refine the mesh of a discretized model to the "correct" limit of a continuum. At best, we use a least square approximation technique in this exercise to estimate the so-called Class B errors due to spatial discretization. For ABAQUS simulation, that


Example 1 - Continued

error is $180.199 - 179.026 = 1.173$ kHz, or about $0.66\%$, and the same is true for the ANSYS simulation, even though the two simulations do not seem to be identical. Without knowing a theoretical solution, the only uncertainty we can calculate using the grid convergence method is the prediction $95\%$ confidence half-interval, which is $0.096$ kHz or $0.081$ kHz, for ABAQUS or ANSYS simulations, respectively. This ends our investigation for Class B error (mathematical).

We now turn our attention to a method to address both Class A and Class C errors. For this, we introduce our new approach by using the method of DOE. Our first step is to construct a table of factors and their two-level variabilities. As shown in Fig. 6, a 3-factor 2-level DOE needs 8 runs for a full-factorial, and only 4 runs for a half-factorial design. We plan to use both designs in this example to gain some valuable insight into the difference between those two designs. The center point around which we choose to conduct the 8-run and 4-run experiments is the FEM simulation result at a single mesh size, namely, $m = 4$. Since mass density can be measured quite precisely and has negligible variability, we choose to work with the other three factors, namely, the length, $L$, thickness, $t$, and Young's modulus, $E$. Based on laboratory experience on the measurement variability of those three factors, we construct Table 4 for the first step of a DOE exercise:

**Table 4**  Factors and Two-Level Variability in DOE

<table>
<thead>
<tr>
<th>Factor</th>
<th>Center Point Value</th>
<th>Percent Change</th>
<th>(+1)</th>
<th>(-1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_1 = L$</td>
<td>0.232 mm</td>
<td>1.6%</td>
<td>0.23571</td>
<td>0.22829</td>
</tr>
<tr>
<td>$X_2 = t$</td>
<td>0.007 mm</td>
<td>2.5%</td>
<td>0.00718</td>
<td>0.00682</td>
</tr>
<tr>
<td>$X_3 = E$</td>
<td>169 158 MPa</td>
<td>0.1%</td>
<td>169327</td>
<td>168989</td>
</tr>
</tbody>
</table>

In Table 5, we show the 8-run FEM simulation results and the full-factorial DOE with which we conducted simulations in both ABAQUS and ANSYS. Using a DATAPLOT subroutine for a 10-step analysis of DOE data presented in Part III, we first examine the output results for the 8-run ABAQUS data as shown in 5 of its 10 plots given by Figs. 7 through 11.

**Table 5.** ABAQUS 8-run Results for a Full-Factorial Two-Level Design

<table>
<thead>
<tr>
<th>Order of Run</th>
<th>$X_1$</th>
<th>$X_2$</th>
<th>$X_3$</th>
<th>ABAQUS (kHz)</th>
<th>ANSYS (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>182.119</td>
<td>182.306</td>
</tr>
<tr>
<td>2</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>170.807</td>
<td>170.981</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>191.692</td>
<td>191.888</td>
</tr>
<tr>
<td>4</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>179.786</td>
<td>179.970</td>
</tr>
<tr>
<td>5</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>182.301</td>
<td>182.488</td>
</tr>
<tr>
<td>6</td>
<td>+1</td>
<td>-1</td>
<td>+1</td>
<td>170.977</td>
<td>171.152</td>
</tr>
<tr>
<td>7</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>191.883</td>
<td>192.080</td>
</tr>
<tr>
<td>8</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>179.966</td>
<td>180.150</td>
</tr>
</tbody>
</table>
**Example 1 - Continued**

**Fig. 7** First of ten plots by DATAPLOT showing the ABAQUS data as an ordered set. Note the table at the bottom of the plot being the transposed DOE matrix with re-ordered columns.

**Fig. 8** Step 3 of a 10-step analysis of the ABAQUS data from 8 runs of experiments showing the main effects of the full factorial 2-level design (k =3, n =8). Note X1 and X2 are dominant.
Fig. 9. Step 4 of a 10-step analysis of the ABAQUS data from 8 experimental runs showing the interaction effects of the full factorial design (k=3, n=8). Note the lack of interaction effects.

Fig. 10. Step 7 of a 10-step analysis of the ABAQUS data from 8 runs showing an ordered plot of the absolute values of the main ($\beta_1$, $\beta_2$, $\beta_3$) and interaction effects ($\beta_{12}$, $\beta_{13}$, $\beta_{23}$, $\beta_{123}$).
Example 1 - Continued

Fig. 11. Step 10 of an analysis of the ABAQUS data from 8 runs showing the contour plot of the 2 dominant factors, X1 and X2. The plane behavior of the plot shows $\beta_{12}$ is negligible.

Fig. 12. Sensitivity analysis of the 3-factor 8-run-plus-center-point ABAQUS data using a two-parameter (length and thickness) least square multilinear fit algorithm of DATAPLOT.
Uncertainty Analysis
for ABAQUS-generated FEM Result

\[ Y = A_0 + A_1 X_1 + A_2 X_2 \]

where

- \( Y \) = First Nat. Freq (kHz)
- \( X_1 \) = Length of beam (mm)
- \( X_2 \) = Thickness of beam (mm)
- \( X_3 \) = Young’s Modulus (MPa)

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>181.1759</td>
</tr>
<tr>
<td>A1</td>
<td>-5.80737</td>
</tr>
<tr>
<td>A2</td>
<td>4.64037</td>
</tr>
</tbody>
</table>

Residual SD = 0.207703
Residual DF = 6

Variance(Y) = 13.82185
SD(Y) = 3.717775

Lower 95\% Confidence Bound for Y = 171.587
Upper 95\% Confidence Bound for Y = 190.765

Fig. 13. Results of an uncertainty analysis generated by a DATAPLOT 10-step code showing that the first natural frequency of the bending of an isotropic elastic beam has a prediction 95 \% confidence interval of (171.587 kHz, 190.765 kHz) for the ABAQUS mesh-4 simulation.

In Fig. 7, we plot the 8-run ABAQUS data in an ordered set with the DOE matrix displayed at the bottom of the plot in a transposed matrix form. In Figs. 8 and 9, we exhibit the main and interaction effects of the analysis in a graphical form such that a quick inspection of the two figures gives us a feel as to how strong or weak are the relative magnitudes of the effects given by \( \beta_1, \beta_2, \beta_3, \beta_{12}, \beta_{13}, \) and \( \beta_{23} \) of eq. (2), Part II, Topic A. As a matter of fact, all of the coefficients, except \( \beta_0 \), of eq. (2) for a full-factorial 8-run design are given in Fig. 10 in a box on the upper right corner of the plot. Furthermore, Fig. 10 is also a plot of the absolute values of those seven coefficients to show decisively that \( X_1 \) and \( X_2 \) are the two dominant factors, and \( X_3 \) and all two-term and three-term interactions are negligible. This interesting result allows us to simplify the model given in eq. (2) to a multilinear model of two factors, namely, \( Y = A_0 + A_1 X_1 + A_2 X_2 \). A graphical plot of this model is given in Fig. 11, a display of the estimated coefficients, \( A_0, A_1, \) and \( A_2 \), by a least square fit, in Fig. 12, and a summary of the ABAQUS 8-run DOE uncertainty analysis results is given in Fig. 13. The formula we used to calculate the prediction confidence intervals with the usual standard notation of the statistics literature, is given below (see, e.g., Nelson, Coffin and Copelandq[19] [p. 179, eq. 5.3.2]):

\[
\bar{y} \pm t(\alpha/2; n-1) * s * (1 + 1/n)^{1/2}
\]

(4)

We are now able to compare the estimated uncertainty of an ABAQUS simulation due to Class A and Class B errors. From Fig. 13, the estimated 95\% upper and lower bounds of the frequency response, \( Y \), are given by 190.765 and 171.587, respectively, or by 181.176 (9.589), where 9.589 is the 95\% confidence half-interval. This value is two orders of magnitude larger than its counterpart, 0.096, given in Fig. 5 by a grid convergence least square fit algorithm.
To illustrate the difference between a full-factorial and a half-factorial design, we continue our investigation by running an ABAQUS 4-run experiment as shown in Table 6.

Table 6. ABAQUS 4-run Results for a Half-Factorial Two-Level Design

<table>
<thead>
<tr>
<th>Order of Run</th>
<th>X1</th>
<th>X2</th>
<th>X3 (X1*X2)</th>
<th>ABAQUS (kHz)</th>
<th>ANSYS (kHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>182.301</td>
<td>182.488</td>
</tr>
<tr>
<td>2</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>170.807</td>
<td>170.981</td>
</tr>
<tr>
<td>3</td>
<td>-1</td>
<td>+1</td>
<td>-1</td>
<td>191.692</td>
<td>191.888</td>
</tr>
<tr>
<td>4</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>179.966</td>
<td>180.150</td>
</tr>
</tbody>
</table>

The half-factorial design is also given in Table 6, where the column under X3 is given by the product of the columns under X1 and X2.

In Fig. 14, we plot the main and two-term interaction effects of the experiment and observe that there are some two-term interactions that were not observed in a full-factorial experiment. This phenomenon is quantified in Fig. 15 where we discover that the coefficients, $\beta_1$, $\beta_2$, and $\beta_3$, are now "confounded." For example, the correct value of $\beta_2$ given in Fig. 10 as -9.280762, is now computed as -9.275010, because the latter includes an effect known as $\beta_{13}$.

Fig. 14. Step 4 of a 10-step analysis of the ABAQUS data from 4 runs showing the interaction effects of the half-factorial design (k =3, n =4). Note the presence of two interaction effects.
Fig. 15. Step 7 of a 10-step analysis of the ABAQUS data from 4 runs showing an ordered plot of the absolute values of a mixture of main ($\beta_1$, $\beta_2$, $\beta_3$) and interaction effects ($\beta_{12}$, $\beta_{13}$, $\beta_{23}$).

Fig. 16. Step 10 of an analysis of the ABAQUS data from 4 runs showing the contour plot of the 2 dominant factors, X1 and X2. The total no. of runs is not enough to support a model with interaction effects, so we ended up with no choice but a plane behavior of the contour plot.
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Uncertainty Analysis (ABAQUS, Fract Factorial)

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>A0</td>
<td>181.1636</td>
</tr>
<tr>
<td>A1</td>
<td>-5.805</td>
</tr>
<tr>
<td>A2</td>
<td>4.6375</td>
</tr>
<tr>
<td>Residual SD</td>
<td>0.120468</td>
</tr>
<tr>
<td>Residual DF</td>
<td>2</td>
</tr>
<tr>
<td>Variance(Y)</td>
<td>13.80836</td>
</tr>
<tr>
<td>SD(Y)</td>
<td>3.71596</td>
</tr>
</tbody>
</table>

Lower 95% Confidence Bound for Y = 163.649
Upper 95% Confidence Bound for Y = 198.679

Fig. 17. Results of an uncertainty analysis generated by a DATAPLOT 10-step code showing that the first natural frequency of the bending of an isotropic elastic beam has a much wider 95% confidence interval, (163.649 kHz, 198.679 kHz), based on a half-factorial design with only 4 runs of the ABAQUS mesh-4 simulation, instead of the 8-run full factorial design.

Fig. 18. A re-plot of Fig. 5 showing that the frequency with confidence half-interval, 180.199 (0.096) kHz, estimated from a least square approximation of an inverse-quadratic model of the 4-mesh ABAQUS grid convergence data, fails to match the theoretical solution of 179.026 kHz.
Example 1 - Continued

Free Vibration of a Silicon Cantilever Beam (Assume Isotropic)  
Approach 1a: FEM (ABAQUS 6.7) with Design of Experiments

Notes:
1. "m" is a mesh size with \( N_x = 3m \) subdiv., \( N_y = m \) subdiv., \( N_z = 2m \) subdiv., and no. of elements equal to \( N_x'N_y'N_z' \).
2. "DOE" = Design of Experiments.
3. Simple beam solution = 179.026 kHz
   - \( m = \infty \), est. 180.199 (0.096) kHz
   - \( m = 12 \) (180.533 kHz, ABAQUS)
   - \( m = 8 \) (180.646 kHz, ABAQUS)
   - \( m = 6 \) (180.788 kHz, ABAQUS)
   - \( m = 4 \) (181.052 kHz, ANSYS)

First Bending Resonance Frequency (kHz) (fvt.png)

Fig. 19. Combining uncertainty analysis results of Fig. 5 (4-point grid convergence modeling), Fig. 13 (3-factor, 8-run, full factorial DOE on mesh-4 with center point) and Fig. 17 (3-factor, 4-run, half factorial DOE on mesh-4 with center point), we present a graphical representation of the three FEM simulation results in a probability vs. frequency plot, where the three results are, 180.199 (0.096) kHz, 181.176 (9.589) kHz, and 181.164 (17.515), respectively.

In Figs. 16 and 17, we find that contour plot and the uncertainty analysis of the simplified two-parameter model of a 4-run half-factorial design give quite different results from the same of the 8-run full-factorial one. For the half-factorial design, the lower and upper bounds of the 95% confidence estimates of the frequency are given by 163.649 and 198.679, or, in the standard expression of uncertainty, by 181.164 (17.515). A summary of the three uncertainty results for all ABAQUS runs is given in Figs. 18 and 19. Note the increase in the estimate of uncertainty from 9.589 to 17.515 when the DOE is changed from an 8-run full-factorial to a 4-run half-factorial one. The moral of the exercise is that one needs more runs to reduce uncertainty. This ends our example for finding the Class A errors.

Table 7  Estimated Mean and Variance of FEM Simulations using ABAQUS and ANSYS

<table>
<thead>
<tr>
<th></th>
<th>ABAQUS</th>
<th>ANSYS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>( \bar{Y}_A = 181.176 )</td>
<td>( \bar{Y}_B = 181.362 )</td>
</tr>
<tr>
<td>Variance</td>
<td>( s_A^2 = 13.822 )</td>
<td>( s_B^2 = 13.851 )</td>
</tr>
</tbody>
</table>
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Fig. 20. Step 10 of an analysis of the ANSYS data from 8 runs showing the contour plot of the 2 dominant factors, X1 and X2. The plane behavior of the plot shows $\beta_{12}$ is negligible.

Uncertainty Analysis
for ANSYS-generated FEM Result

<table>
<thead>
<tr>
<th>$A0$</th>
<th>$A1$</th>
<th>$A2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_{\text{Residual}}$</td>
<td>$-5.81363$</td>
<td>$4.645124$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Residual SD</th>
<th>Residual DF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0.207796$</td>
<td>$6$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variance(Y)</th>
<th>$13.85106$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD(Y)</td>
<td>$3.7217$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Lower 95% Confidence Bound for Y</th>
<th>$171.762$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Upper 95% Confidence Bound for Y</td>
<td>$190.962$</td>
</tr>
</tbody>
</table>

Fig. 21. Results of an uncertainty analysis generated by a DATAPLOT 10-step code showing that the first natural frequency of the bending of an isotropic elastic beam has a predicted 95% confidence interval of $(171.762 \text{ kHz}, 190.962 \text{ kHz})$ for the ANSYS$^6$ mesh-4 simulation.
Example 1 - Continued

To address Class C error due to software implementation, we perform an identical FEM simulation experiment of an 8-run full factorial design using ANSYS (see Figs. 20 and 21). A summary of the DOE analysis results for both ABAQUS and ANSYS is given in Table 7.

Considering each FEM solution as a “Treatment” in a statistical experiment, we apply an analysis of variance (ANOVA) technique to obtain an equally-weighted consensus value of the two estimated variances and means as shown below:

Step 1. Calculate the consensus mean $\bar{y}$:

$$\bar{y} = \frac{\bar{y}_A + \bar{y}_B}{2} = 181.269 \text{ kHz.} \quad (5)$$

Step 2. Calculate the consensus variance, $s^2$, using the formula given by Liu and Zhang\textsuperscript{44} when the number of treatment is 2 and each weight equals 1/2:

$$s^2 = \frac{(s_A^2 + s_B^2)}{2} + \left(\frac{\bar{y}_A - \bar{y}}{2}\right)^2 + \left(\frac{\bar{y}_B - \bar{y}}{2}\right)^2 \quad (6)$$

$$= 13.8365 + 0.0043 + 0.0043 = 13.8451,$$

and the consensus standard deviation $s = 3.7209 \text{ kHz.}$

Step 3. Calculate 95% confidence half-interval using the combined residual degrees of freedom equal to the sum of the residual degrees of freedom of Method A (ABAQUS) given in Fig. 12 and Method B (ANSYS) in Fig. 21, i.e.,

$$\text{Combined Rdf} = (\text{Rdf})_A + (\text{Rdf})_B = 6 + 6 = 12.$$ \quad (7)

From the $t$-distribution table (see, e.g., Nelson, Coffin, and Copeland\textsuperscript{43}, p.444, Table B-2), we obtain $t(0.025, 12) = 2.179$. For $n = 9 + 9 = 18$, the 95% confidence half-interval is given by:

$$95\% \text{ prediction half-interval} = 2.179 * s * (1 + 1/18)^{1/2} = 8.330 \text{ kHz.}$$

In summary, the 3 error estimates in the form of prediction 95% confidence half-intervals are:

For ABAQUS Class B error by 4-mesh grid convergence method: $Y = 180.199 (0.096)$.

For DOE-ABAQUS Class A error on a single mesh (Mesh-4): $Y = 181.176 (9.589)$.


In the next example, for which there is no known theoretical solution, we will demonstrate how to combine Classes B (mathematical) and C (software implementation) as well as A and C errors.
Example 2 Vibration of a Single-Crystal Silicon Cantilever Beam

In experiments and simulations on the resonance frequencies of the single-crystal silicon cantilever beam in an atomic force microscope (see, e.g., Rabe, et al\textsuperscript{45}, Kester, et al\textsuperscript{46}, etc.), as shown in Fig. 22, a major discrepancy was reported by Hurley, et al\textsuperscript{47} [p.2347, Table 1] on the two lowest natural bending resonance frequencies of such beam in two different shapes, rectangular and dagger.

For instance, the first natural frequency for a rectangular shape\textsuperscript{47} with nominal lengths, 0.223/0.232 mm, and thickness, 0.0081 mm, was found to be 180.8 (0.2) kHz (experimental) and 189.7 kHz (extrapolated to 0.0081 mm thickness from an ANSYS FEM solution of 180.8 kHz for 0.00772 mm thickness by assuming eq. (1) holds for the extrapolation). The 4.9 % difference between the experimental (180.8) and the ANSYS FEM solution (189.7) needs to be augmented by a comparison of the uncertainty in the measured and the predicted values. Unfortunately, the ANSYS simulation reported by Hurley, et al\textsuperscript{47} did not include an uncertainty estimate. A subsequent investigation by Fong, et al\textsuperscript{32} reported results with several different uncertainty estimates, of which a few were based on DOE. One such DOE-based estimate is presented here as an example of a new approach to FEM uncertainty estimation.

As mentioned earlier in this paper, the exact solution of all resonance frequencies of a cantilever beam in linear isotropic elasticity is well known (see, e.g., Timoshenko and Young\textsuperscript{40} [p. 338], and Clough and Penzien\textsuperscript{41} [p. 380] as shown in Fig. 1). However, the same for a single-crystal silicon beam modeled as an orthotropic material because of its orientation does not exist in the literature (see, e.g., Fong, et al\textsuperscript{32}), even though a series solution for the static case of an orthotropic cantilever of rectangular cross-section subject to an end load is known (see, e.g., Lekhnitskii\textsuperscript{48}).

The existence of an exact solution for an isotropic free-vibration problem and the lack of the same for an orthotropic one provided an opportunity for Fong, et al\textsuperscript{32} to (a) search for an approximate solution with uncertainty bounds for the orthotropic problem and (b) apply a metrology-based approach to the verification of the solution by examining uncertainty of all three classes listed in Part I. A typical plot of the free vibration analysis of an anisotropic elastic cantilever beam using a specific mesh design (e.g., Mesh size m = 4) is given in Fig. 23.

Let us begin with Class B (mathematical) error estimation. Similar to the 8-node grid convergence experiment we presented in Example 1, we choose to work with four mesh designs, namely, Mesh-4, Mesh-6, Mesh-8, and Mesh-10. A typical plot of the $h^2$-convergence of one FEM software package, LS-DYNA, is given in Fig. 24. A least square fit of those data for an inverse-quadratic model using DATAPLOT\textsuperscript{1} allows us to extrapolate the model to Mesh-infinity and obtain a predicted value of the first frequency with 95 % confidence half-interval equal to 179.349 ± 0.131 kHz.

Unlike the case of the free vibration of an isotropic elastic cantilever beam, the extrapolated frequency result shown in Fig. 24 cannot be compared with a theoretical solution, and thus we do not have the means to determine the absolute error of Class B (mathematical). Using a metrological approach, we could estimate the combined errors of Class B (mathematical)
Fig. 22. Typical geometry of a single-crystal silicon cantilever beam with the location of a tip in contact with the surface of a sample in an atomic force microscope (after Kester, Rabe, Presmanes, Tailhades, and Arnold\textsuperscript{46} [p. 1277, Fig. 3]).

Fig. 23. Typical FEM result of a beam natural frequency analysis using a FEM package named ANSYS\textsuperscript{5}, version 10.0, with an 8-node element type and a mesh design (total 640 elements).
Example 2 - Continued

Fig. 24. A typical plot of the $h^2$-convergence of the simulation results of one FEM software package, LS-DYNA, for an 8-node 4-mesh-design ($m = 4, 6, 8, 10$) grid convergence experiment. A least square fit of those data for an inverse-quadratic model using DATAPLOT allows us to extrapolate the model to Mesh-infinity and obtain a predicted value of the first frequency with 95% confidence half-interval equal to $179.349 \pm 0.131$ kHz.

and Class C (software implementation) by performing same exercises using different FEM packages and element types. In Fig. 25, we show a summary plot of four such exercises, namely, ABAQUS (8-node element type C3D8I), ABAQUS (20-node element type C3D20), ANSYS (8-node element type ST64 for anisotropic solid), and LS-DYNA (8-node type 002). A summary of the extrapolated means and prediction 95% confidence half-intervals of those four exercises are given below:

<table>
<thead>
<tr>
<th>FEM Software</th>
<th>Estimated Mean</th>
<th>Prediction 95% Half-Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABAQUS (8-node C3D8I)</td>
<td>179.218 kHz</td>
<td>0.087 kHz</td>
</tr>
<tr>
<td>ABAQUS (20-node C3D20)</td>
<td>179.128</td>
<td>0.028</td>
</tr>
<tr>
<td>ANSYS (8-node type ST64)</td>
<td>180.321</td>
<td>0.087</td>
</tr>
<tr>
<td>LS-DYNA (8-node type 002)</td>
<td>179.349</td>
<td>0.131</td>
</tr>
</tbody>
</table>
Example 2 - Continued

From Fig. 18, we observe that for the case of an isotropic elastic beam, the grid-convergence method yields an extrapolated mean frequency (180.199 kHz) larger than the theoretical solution (179.026 kHz). Assuming this is also true for an anisotropic elastic beam where the unknown theoretical solution is also to the left of the FEM simulations, the four-plot diagram in Fig. 25 shows that among the four FEM results, the absolute error (Class B) of ANSYS (ST64) is the largest. This observation provides us a basis for assigning weights to each of the four simulations by assuming that one can calculate weights as proportional to the inverse of the product of (a) the absolute value of the distance from the theoretical solution to the extrapolated frequency, and (b) the standard deviation of the extrapolated frequency, if such a set of exercises is carried out for the isotropic elastic beam case. Using a method by Liu and Zhang\textsuperscript{44}, Fong, et al\textsuperscript{32} showed that the combined weighted result of the frequency estimation with prediction 95% confidence intervals is given by 179.385 (0.929) kHz.

Fig. 25. Estimated Means and 95% Confidence Half-Intervals of First Natural Frequency of a Single-Crystal Silicon Cantilever by four FEM methods, namely, ABAQUS (C3D8I), ANSYS (Elem. 64), LS-DYNA (Elem. 002), and ABAQUS (Quadratic C3D20). Unweighted (i.e., equal weights) & “weighted” means & prediction confidence half-intervals are also displayed for comparison. Note the vertical axis scale applies only to the solid curve, ABAQUS (C3D20).
Table 8. A 5-variable 8-run fractional orthogonal design for two-level experiments based on Box, Hunter, and Hunter\textsuperscript{37} [p. 420] and a more general design [same reference, p. 410].

<table>
<thead>
<tr>
<th>variable</th>
<th>( L )</th>
<th>( h )</th>
<th>( c_{11} )</th>
<th>( c_{12} )</th>
<th>( c_{44} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>run 1</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>-</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>+</td>
<td>-</td>
<td>+</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>7</td>
<td>-</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>+</td>
</tr>
</tbody>
</table>

Table 9. List of 5 input parameters (length, thickness, and 3 elastic constants) for a 5-variable, 9-run fractional orthogonal design (with center point) of a FEM experiment in computing the first natural frequency of a single-crystal silicon cantilever beam. Three elastic constants for the center run 0 in silicon before rotation, given here in solid line brackets, are based on McSkimin and Andreatch\textsuperscript{49}.
Example 2 - Continued

Table 10. Solution of first natural frequency (kHz) of a single-crystal silicon cantilever by a finite element method (FEM) based on (1) a 5-factor 8-run-plus-center-point fractional orthogonal design of experiments with prescribed input variability, (2) a commercially-available FEM package named ANSYS, version 10.0, and (3) four specific mesh sizes, m-6 (30 equal divisions in length, 6, in thickness, and 12, in width, or 30 x 6 x 12), m-8 (40 x 8 x 16), m-10 (50 x 10 x 20), and m-12 (60 x 12 x 24).

So far, we have discussed the combination of Class B (mathematical) and Class C (software implementation) errors to obtain a frequency estimate with uncertainty bounds for an anisotropic elastic cantilever beam. But we observe from Example 1 that the uncertainty for Class A errors (physical) of a FEM simulation, when evaluated via the method of DOE, is several orders of magnitude larger in the case of an isotropic elastic beam. We will now conduct a DOE for the anisotropic beam to see if the same is true.

In Table 8, we first adopt a 5-variable and $2^5-2$ fraction (X4=X2*X3, X5=X1*X2*X3) orthogonal design for two-level experiments (see Box, Hunter, and Hunter [p.420]) in order to evaluate Class A errors for a specific FEM mesh design, namely, m = 12. In Table 9, we first list the variability of each of the five factors, namely, length, thickness, and the three elastic constants $c_{11}$, $c_{12}$, and $c_{44}$, of a single-crystal (cubic) silicon beam. We then show the values of those five factors needed for us to make 9 runs (8 for DOE plus one center point) of FEM simulations. In Table 10, we show the frequency responses of an ANSYS simulation experiments at mesh sizes 6, 8, 10, and 12.

For this example, we will only carry out a DOE exercise for mesh size 12, as outlined in Table 10. Using DATAPLOT to conduct a 10-step analysis of the DOE data of mesh 12, we show in Fig. 26 a plot of the main effects, with X1 (length) and X2 (thickness) singled out as obviously dominant. Unfortunately, we observe in Fig. 27 that there are confounding effects in the interaction matrix. In Fig. 28, we observe that the main effect of X1 is confounded with X2*X4 and X3*X5. However, since X3, X4, and X5 have negligible effects (see Fig. 26), the confounding effects of X2*X4 and X3*X5 within X1 are also negligible. Such an argument allows us to simplify the 5-factor model to a 2-factor model as shown in Fig. 29. A least square multi-linear fit of the 9 data points is given in Fig. 30, and a summary of the uncertainty analysis results is given in Fig. 31. For ANSYS mesh-12 simulation, frequency = 180.453 (9.453) kHz.
Example 2 - Continued

Fig. 26. Step 3 of a 10-step analysis (Ref. 39, Chap. 5, Sect. 5.5.9, pp. 313-412) of the data from 8 runs of experiments showing the main effects of the fractional factorial design. ($k = 5$, $n = 8$).

Fig. 27. Step 4 of a 10-step analysis (Ref. 39, Chap. 5, Sect. 5.5.9, pp. 313-412) of the data from 8 experimental runs showing the interaction effects of the fractional factorial design. ($k = 5$, $n = 8$).
Example 2 - Continued

Fig. 28. Step 7 of a 10-step analysis of the ANSYS data from 8 runs showing an ordered plot of the absolute values of the main ($\beta_1$, $\beta_2$, $\beta_3$, $\beta_4$, $\beta_5$) and interaction effects.

Let us pause for what we have accomplished so far. We have obtained only the uncertainty estimate of the Class A error (physical) for one FEM software package, namely, ANSYS. We observe from Example 1 that a different package may not yield identical result, so we decided to make another set of experiment using LS-DYNA. In Table 11, the 9-run response values for LS-DYNA mesh-6 through mesh-12 are given. Again, we only choose to work with mesh-12, and a 10-step DOE-based analysis yields a similar output with Fig. 32 showing the least square multilinear fit of the 9 response data by a function of two variables, and Fig. 33, the uncertainty analysis results. For LS-DYNA mesh-12 simulation, first frequency = 179.451 (9.393) kHz.

We are now ready to combine Classes A (physical) and C (software implementation) errors for two FEM software packages using the following individual estimates:

<table>
<thead>
<tr>
<th></th>
<th>ANSYS</th>
<th>LS-DYNA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>$\bar{Y_A} = 180.453$</td>
<td>$\bar{Y_B} = 179.451$</td>
</tr>
<tr>
<td>Variance</td>
<td>$s_A = 13.432$</td>
<td>$s_B = 13.261$</td>
</tr>
</tbody>
</table>
Example 2 - Continued

Fig. 29. Step 10 of a 10-step analysis (Ref. 39, Chap. 5, Sect. 5.5.9, pp. 313-412) of the data from 8 runs of experiments showing the contour plot of the 2 dominant factors, X1 and X2.

![Contour Plot of the 2 Dominant Factors: X1 and X2](image)

**Fig. 29.** Step 10 Dominant Factor Contour Plot

LEAST SQUARES MULTILINEAR FIT
SAMPLE SIZE N = 9
NUMBER OF VARIABLES = 2
REPLICATION CASE
REPLICATION STANDARD DEVIATION = 0.1072021
REPLICATION DEGREES OF FREEDOM = 4
NUMBER OF DISTINCT SUBSETS = 5

<table>
<thead>
<tr>
<th>PARAMETER ESTIMATES</th>
<th>(APPROX. ST. DEV.)</th>
<th>T VALUE</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 A0 180.453</td>
<td>(0.6868E-01)</td>
<td>2628.</td>
</tr>
<tr>
<td>2 A1 X1 -5.77588</td>
<td>(0.7282E-01)</td>
<td>-79.32</td>
</tr>
<tr>
<td>3 A2 X2 4.50988</td>
<td>(0.7282E-01)</td>
<td>61.93</td>
</tr>
</tbody>
</table>

RESIDUAL STANDARD DEVIATION = 0.2059687
RESIDUAL DEGREES OF FREEDOM = 6
REPLICATION STANDARD DEVIATION = 0.1072020605
REPLICATION DEGREES OF FREEDOM = 4
LACK OF FIT F RATIO = 9.0743  = THE 96.7384% POINT OF THE
F DISTRIBUTION WITH 2 AND 4 DEGREES OF FREEDOM

Fig. 30. Sensitivity analysis of the ANSYS\textsuperscript{5} mesh-12 design of experiment (DOE) data using a two-parameter (length and thickness) least square fit algorithm of a statistical software package named DATAPLOT\textsuperscript{1}.
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Fig. 31. A summary of the uncertainty results generated by a DATAPLOT 10-step DOE analysis code showing that the first natural frequency of the elastic bending of a single-crystal silicon beam has a prediction 95% confidence interval of (171.000 kHz, 189.906 kHz) for the ANSYS\(^5\) mesh-12 simulation.

Table 11. Solution of first natural frequency (kHz) of a single-crystal silicon cantilever by a finite element method (FEM) based on (1) a 5-factor 8-run-plus-center-point fractional orthogonal design of experiments with prescribed input variability, (2) a commercially-available FEM package named LS-DYNA\(^6\), version 970, and (3) four specific mesh sizes, m-6 (30 equal divisions in length, 6, in thickness, and 12, in width, or 30 x 6 x 12), m-8 (40 x 8 x 16), m-10 (50 x 10 x 20), and m-12 (60 x 12 x 24).

<table>
<thead>
<tr>
<th>Effect No.</th>
<th>L (length)</th>
<th>h (thickness)</th>
<th>(c_{11})</th>
<th>(c_{12})</th>
<th>(c_{44})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effect-1 (based on NIST-Richard-Gates)</td>
<td>(+,+),1.6%</td>
<td>(+,+),2.5%</td>
<td>(+,+),0.1%</td>
<td>(+,+),0.25%</td>
<td>(+,+),0.05%</td>
</tr>
<tr>
<td>Effect-2 (based on NIST-Donna-Hurley)</td>
<td>(+,+),2.5%</td>
<td>(+,+),0.1%</td>
<td>(+,+),0.25%</td>
<td>(+,+),0.05%</td>
<td>(+,+),0.05%</td>
</tr>
<tr>
<td>Effect-3, 4, 5 (based on McSkimin-Andreatch)</td>
<td>(+,+),2.5%</td>
<td>(+,+),0.1%</td>
<td>(+,+),0.25%</td>
<td>(+,+),0.05%</td>
<td>(+,+),0.05%</td>
</tr>
</tbody>
</table>

Center: (+,+),2.5% | (+,+),0.1% | (+,+),0.25% | (+,+),0.05% | (+,+),0.05% |

Mesh: m-6 | 179.596 | 180.663 | 169.602 | 190.103 | 178.275 | 180.940 | 169.681 | 190.122 | 178.386 |
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>m-8</td>
<td>179.471</td>
<td>180.536</td>
<td>169.481</td>
<td>189.972</td>
<td>178.151</td>
<td>180.814</td>
<td>169.563</td>
<td>189.990</td>
<td>178.261</td>
</tr>
<tr>
<td>m-10</td>
<td>179.397</td>
<td>180.456</td>
<td>169.406</td>
<td>189.869</td>
<td>178.074</td>
<td>180.736</td>
<td>169.489</td>
<td>189.907</td>
<td>178.183</td>
</tr>
<tr>
<td>m-12</td>
<td>179.339</td>
<td>180.402</td>
<td>169.355</td>
<td>189.834</td>
<td>178.022</td>
<td>180.683</td>
<td>169.439</td>
<td>189.852</td>
<td>178.131</td>
</tr>
</tbody>
</table>
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LEAST SQUARES MULTILINEAR FIT
SAMPLE SIZE N = 9
NUMBER OF VARIABLES = 2
REPLICATION CASE
REPLICATION STANDARD DEVIATION = 0.1108061
REPLICATION DEGREES OF FREEDOM = 4
NUMBER OF DISTINCT SUBSETS = 5

PARAMETER ESTIMATES (APPROX. ST. DEV.) T VALUE
1 A0  179.451 (0.6885E-01)  2606.
2 A1  X1  -5.72800 (0.7303E-01)  -78.44
3 A2  X2  4.49500 (0.7303E-01)  61.55

RESIDUAL STANDARD DEVIATION = 0.2065545
RESIDUAL DEGREES OF FREEDOM = 6
REPLICATION STANDARD DEVIATION = 0.1108061448
REPLICATION DEGREES OF FREEDOM = 4
LACK OF FIT F RATIO = 8.4247
F DISTRIBUTION WITH 2 AND 4 DEGREES OF FREEDOM

Fig. 32. Sensitivity analysis of the LS-DYNA 6 mesh-12 design of experiment (DOE) data using a two-parameter (length and thickness) least square fit algorithm of a statistical software package named DATAPLOT.

Uncertainty Analysis

A0 = 179.4508
A1 = -5.728
A2 = 4.495003
Residual SD = 0.206555
Residual DF = 6
Variance(Y) = 13.26087
SD(Y) = 3.641548
Lower 95% Confidence Bound for Y = 170.058
Upper 95% Confidence Bound for Y = 188.844

Fig. 33. A summary of the uncertainty results generated by a DATAPLOT 10-step DOE analysis code showing that the first natural frequency of the elastic bending of a single-crystal silicon beam has a prediction 95% confidence interval of (170.058 kHz, 188.844 kHz) for the LS-DYNA 6 mesh-12 simulation.
Again, as in Example 1, we consider each FEM solution as a "Treatment" in statistical experiment, and apply an analysis of variance (ANOVA) technique in three steps to obtain an equally-weighted consensus value of the two estimated variances and means. The method of combining Classes A (physical) and C (software packages) errors yields an estimate of the mesh-12 frequency with a prediction 95% confidence half-interval as 179.952 (8.254) kHz. A plot of comparing the multiple FEM DOE estimate (for t = 0.007 mm) with the experimental plus ANSYS simulation (for t = 0.0081 mm)\textsuperscript{47} is given in Fig. 34.

---

**Free Vibration of a Single-Crystal Silicon Cantilever Beam**

**Approach 4: Multiple-FEM DOE for Problem without a known Solution**

<table>
<thead>
<tr>
<th>Notes:</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. L = length, t = thickness.</td>
</tr>
<tr>
<td>2. freq_1 = first frequency.</td>
</tr>
<tr>
<td>3. freq_1 linearly proport_1 to t and inversely proport_1 to L squared for isotropic elastic beam (see eq. (1)).</td>
</tr>
</tbody>
</table>

**Experimental** (L = 0.223/0.232 mm, t = 0.0081 mm)

- Mean freq\_1 = 180.8 kHz (Hurley et al., 2003, Ref. 4)
- ANSYS (same L, t = 0.00772 mm, 107 elem, Ref. 46)
  - freq\_1 = 189.7 kHz (t extrapolated to 0.0081 mm)

**Multiple FEM (ANSYS & LS-DYNA) DOE**

- mesh-12 (L = 0.232, t = 0.007 mm)
  - freq\_1 (95% conf. half interval) = 179.952 (8.254) kHz

---

**Fig. 34.** A plot of comparing the multiple FEM DOE estimate (for \( L = 0.232 \) mm, \( t = 0.007 \) mm) with the experimental plus ANSYS simulation (for \( L = 0.223/0.232 \) mm, \( t = 0.081 \) mm)\textsuperscript{47}. Note that without a known theoretical solution, the comparison is only qualitative, because a correct comparison requires all simulations to have the same \( L \) and \( t \) as those associated with the experiment.
Significance and Limitations of the DOE Approach

The DOE approach to an uncertainty estimation of FEM simulations, as presented in this paper with two examples, is significant for at least two reasons:

(1) It provides an alternative approach to uncertainty estimation of mathematical modeling and simulation where the traditional approach of using Monte Carlo method becomes cost-prohibitive as the degrees of freedom per simulation go as high as hundreds of thousands or more in most FEM simulations.

(2) It provides a new approach for a FEM user to translate his or her understanding of the variability of a problem to a quantitative expression of uncertainty in FEM results such that a better insight on many of the unknown features, e.g., constitutive equation, boundary condition, etc., may be gained before making decisions on new physical experiments.

In addition, the DOE approach provides a user with a method to rank the importance of various factors and to simplify a complex model to a manageable size.

There are, clearly, many limitations to this approach. The first and foremost is the loss of accuracy when many factors are confounded with interactions in a fractional factorial design. There is also a need to elevate the two-level experiment to three- or higher-level ones, but that will increase the computing cost significantly to render the approach not as useful.

Conclusion

As a deterministic computational method of simulation, finite element method (FEM) has been a valuable tool in both engineering and science ever since computer was introduced in the 1950s. Recent rapid advances in computer hardware and memory have made it possible to address the practical but hard question of delivering FEM simulations with uncertainty estimation. In particular, for researchers in micro- and nano-measurement sciences where the governing laws of physics, chemistry, and biology are generally the objects of inquiry and thus not well-known for FEM implementation, the lack of a FEM simulation with uncertainty estimation is a major barrier. The development of a metrology-based mathematical modeling and simulation method such as the one presented here removes one of the barriers for enhancing the practice of fundamental science and engineering design through scientific computation and visualization. The DOE approach outlined in this paper not only answers the call of the 2006 NSF Blue Ribbon Panel Report on Simulation-Based Engineering Science as quoted below:

"... verification, validation, and uncertainty quantification are challenging and necessary research areas that must be actively pursued,"

but also provides a tool for model verification as demanded by D. E. Post (Los Alamos National Laboratory) and L. G. Votta (Sun Microsystems) in a Physics Today (2005) article:

"... New methods of verifying and validating complex codes are mandatory if computational science is to fulfill its promise for science and society."
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