
Paper ID #44967

Evaluating Stereotypical Biases and Implications for Fairness in Large
Language Models

Christina Cao, .

.

Dr. Danushka Bandara, Fairfield University

DANUSHKA BANDARA received the bachelor’s degree in Electrical Engineering from the University of
Moratuwa, Sri Lanka, in 2009. He received his master’s and Ph.D. degrees in Computer Engineering and
Electrical and Computer Engineering from Syracuse University, Syracuse, NY, USA, in 2013 and 2018,
respectively. From 2019 to 2020, he worked as a Data Scientist at Corning Incorporated, Corning, NY,
USA. Currently, he is an Assistant Professor of Computer Science and Engineering at Fairfield University,
Fairfield, CT, USA. His Current research interests include Applied machine learning, Bioinformatics,
Human-computer interaction, and Computational social science.

©American Society for Engineering Education, 2024



The Spectrum of Bias: Unveiling Bias in
Proprietary vs. Open-Source Large Language

Models

No Author Given

No Institute Given

Abstract. In this study, we investigate the types of stereotypical bias
in Large Language Models (LLMs). We highlight the risks of ignoring
bias in LLMs, ranging from perpetuating stereotypes to affecting hir-
ing decisions, medical diagnostics, and criminal justice outcomes. To
address these issues, we propose a novel approach to evaluate bias in
LLMs using metrics developed by Stereoset [1]. Our experiments involve
evaluating several proprietary and open-source LLMs (GPT4, GEMINI
PRO, OPENCHAT, LLAMA) for stereotypical bias and examining the
attributes that influence bias. We used a selected 100 prompts from the
stereoset dataset to query the LLMs via their respective APIs. The re-
sults were evaluated using the language modeling score, stereotype score
and the combination iCAT[1] score. In particular, open source LLMs
showed higher levels of bias in handling stereotypes than proprietary
LLMs (40% average stereotype score for the open source LLMs and 47%
average stereotype score for the proprietary ones: 50% being the ideal,
unbiased stereotype score). The language modeling score was even be-
tween the models, with the open source models achieving 94% and the
proprietary ones 91%. The combined average iCAT score was 76.6% for
the proprietary models and 62.5% for the open source models. This dis-
parity in stereotypical bias could be due to the regulatory inspection
and user testing through reinforcement learning with human feedback
(RLHF) that the proprietary models are subject to. We present our find-
ings and discuss their implications for mitigating bias in LLMs. Overall,
this research contributes to the understanding of bias in LLMs and pro-
vides insights into strategies for improving fairness and equity in NLP
applications.
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1 Introduction

The field of Natural Language Processing (NLP) has undergone a significant
shift in approach due to the emergence and widespread availability of large-scale
pre-trained language models (LLMs). Examples of such models include BERT
[1], GPT [2, 3], and LLAMA [4]. These models ingest large amounts of text from
mostly internet sources and then aim to mimic human level language abilities.
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On one hand, proprietary LLMs, developed by private companies, offer lim-
ited transparency. The training data and algorithms remain secret, making it
difficult to identify and mitigate biases. On the other hand, open-source LLMs,
with their publicly available code and data, foster a collaborative environment.
This openness allows researchers to scrutinize the training process and address
potential biases.

This paper investigates this contrast. We analyze the factors that contribute
to bias in both proprietary and open-source LLMs. We explore how the devel-
opment process, data selection, and accessibility influence the types of biases
each model might exhibit. Furthermore, we discuss the potential benefits and
drawbacks of each approach in mitigating bias.

1.1 Definition of Bias

Bias, in the context of large language models can be defined as the presence
of systematic misrepresentations, attribution errors, or factual distortions that
result in favoring certain groups or ideas, perpetuating stereotypes, or making
incorrect assumptions based on learned patterns [25].

1.2 Origins of Bias

Language models can inherit biases from their training data, leading them to
perpetuate stereotypes and social issues. This can happen in several ways. The
data itself might be biased due to certain societal biases reflected in online con-
tent. They can thus contain discrimination or stereotypes. Data sources chosen
can also be biased, with companies focusing on certain sources and neglecting
others. The algorithms used to process data can also amplify biases. Even human
involvement in training can introduce biases, as annotators’ own perspectives can
influence the model. Finally, the policies set by developers can unintentionally
create biases, for example by filtering specific words. Because of these factors,
building truly unbiased language models remains a challenge.

2 Methods

2.1 Dataset

Our analysis uses StereoSet [43], which has 17,000 sentences that measure an
LM’s preference for texts expressing stereotypes. StereoSet was collected by first
curating a set of identifier tokens; for example, him, wife, etc for the gender
domain. Crowd workers were then asked to provide a stereotypical, an anti-
stereotypical, and a neutral sentence containing the target token. The annotated
dataset was then used to calculate language modeling score (lms), stereotype
score (ss) and idealized Context Association Test (iCAT) score.
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Fig. 1. A data point from the stereoset dataset showing the Context Association Test
[43]

2.2 Evaluation metrics

Stereoset paper uses lms, ss and iCAT as the evaluation metrics for their dataset
on pretrained language models. We also use these metrics to evaluate large lan-
guage models.

The equation for the Language Modeling Score (LMS) can be defined as
follows:

LMS =
Nmeaningful

Ntotal
× 100 (1)

Where:

– Nmeaningful is the number of instances where the language model prefers
meaningful associations for the target term.

– Ntotal is the total number of instances evaluated for the target term.

A higher LMS indicates that the language model tends to prefer meaningful as-
sociations, while a lower LMS suggests a preference for meaningless associations.

The equation for the Stereotype Score (SS) can be defined as follows:

SS =
Nstereotypical

Nstereotypical and antistereotypical
× 100 (2)

Where:

– Nstereotypical is the number of instances where the model prefers stereotypical
associations for the target term.

– Nstereotypical and antistereotypical is the total number of stereotypical and anti-
stereotypical instances.

A higher SS indicates a tendency to prefer stereotypical associations, while a
lower SS suggests a preference for anti-stereotypical associations.

iCAT =
lms×min(ss, 100− ss)

50
(3)
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The iCAT score combines both the Language Modeling Score (lms) and the
Stereotype Score (ss) into a single metric. It ranges from 0 to 100 and represents
the degree to which a language model reflects both the meaningfulness of associ-
ations (lms) and the presence of stereotypes (ss). An iCAT score of 100 indicates
an ideal model, while a score of 0 suggests a fully biased model. A score of 50
corresponds to a random model.

3 Experiments

We randomly selected entries from the stereoset dataset for each of the gen-
der(n=100), occupational(n=100), racial(n=100) and religious (n=78) bias cat-
egories represented by the dataset. Then each of the entries were run on the
following LLMs using the associated API.

– GPT-4
– Gemini-pro
– Llama-2-13b-chat-hf
– Openchat-3.5-0106

4 Results

4.1 Overall model performance

Figure 4.1 shows the language modeling scores for the evaluated LLMs. Open-
chat, being an open source model scored higher than all the other models in this
regard with 94.9%. In our testing, GPT-4 scored highly in lms and close to 50%
in ss. However, Gemini and Openchat had high lms yet lower ss.

As seen in table 4.1, the iCAT scores are higher in the newer models. Open-
chat is an exception here with lower iCAT score than the other models.

5 Discussion

The open source LLM Openchat had the highest language modeling score, how-
ever it performed the worst in stereotype scores. Open-source LLMs often rely on
publicly available text data, which may be of lower quality and less diverse com-
pared to the proprietary datasets used by large tech companies. They also lack a
systematic way to oversee the human feedback that the models are getting. Also,
these models currently do not fall under regulatory oversight like the other pro-
priatary models, which incentivizes them to improve modeling performance at
the peril of introducing biases. These aspects could contribute to having a higher
bias. The effects of these biases are far reaching, specially due to the prevalence
of easy to access APIs that can be ingested by many software entities. From
our study, we can see that the open source and proprietary approaches to LLMs
have their own pros and cons. Mitigating bias in LLMs is not a simple task, as
it needs to be addressed at the training stage of the model. This requires a lot
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Fig. 2. Average lms for each of the models tested.

Fig. 3. Average ss for each of the models tested. Note that the ideal ss is 50%.
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Fig. 4. Average iCAT for each of the models tested.

of manpower to curate the data and fine tune the model to guide it away from
bias. We believe that open source LLMs can reach similar levels of iCAT as the
proprietary models given time and participation of the community. Our study
provides a cautionary tale of using open source models without proper oversight.
Specially in applications where biases can be harmful.
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