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Exploring the Viability of Agent-Based Modeling to Extend Qualitative 
Research: Comparison of Computational Platforms 

Abstract 
 
The purpose of this methods paper is to identify the opportunities and applications of agent-based 
modeling (ABM) methods to interpretative qualitative and educational research domains. The 
context we explore in this paper considers graduate engineering attrition, which has been a funded 
research focus of our group for ten years. In attrition research, as with all human research, it is 
impossible and unethical to imperil real graduate students by subjecting them to acute stressors 
that are known to contribute to attrition in order to “test” different combinations of factors on 
persistence and attrition. However, agent-based modeling (ABM) methods have been applied in 
other human decision-making contexts in which a computer applies researcher-programmed logic 
to digital actors, invoking them to make digital decisions that mimic human decision-making. 
From our research team’s ten years of research studying graduate socialization and attrition and 
informed from a host of theories that have been used in literature to investigate doctoral attrition, 
this paper compares the utility of two programming languages, Python and NetLogo, in conducting 
agent-based modeling to model graduate attrition as a platform. In this work we show that both 
platforms can be used to simulate attrition and persistence scenarios for thousands of digital agent-
students simultaneously to produce results that agree with both with previous qualitative data and 
that agree with aggregate attrition and persistence statistics from literature. The two languages 
differ in their integrated development environments (IDE) with the methods of producing the 
models customizable to fit the needs of the study. Additionally, the size of the intended agent pool 
impacted the efficiency of the data collection. As computational methods can transform 
educational research, this work provides both a proof-of-concept and recommendations for other 
researchers considering employing these methods with these and similar platforms. Ultimately, 
while there are many programming languages that can perform agent-based modeling tasks, 
researchers are responsible for translating high quality, theory-driven, interpretive research into a 
computational model that can model human decision-making processes.   
 
Introduction and Literature Review 
 
 Many fields of research rely on the growth of technology to improve their research 
capabilities and further their findings within studies. Qualitative research fields, specifically, have 
benefitted from growing technology, especially relating data collection (e.g. audio/visual 
recordings, transcription services) and analysis (e.g. statistical software packages, word processing 
technology) [1]. However, an area that is underutilized by qualitative researchers is artificial 
intelligence (AI). AI and its sub-fields present a space for qualitative researchers to build upon 
existing research to enhance future studies through computational methods and modeling. In this 
paper we will focus on the potential for agent-based modeling (ABM), one such sub-field of AI, 
to contribute to qualitative research.   
 



AI, as a general field, has a wide range of definitions, but the agreed upon goal is to develop 
computer programming to perform tasks, make decisions, and understand or perceive situations as 
a human would [2]. Considering AI as an umbrella, shown in Figure 1, its breadth of focus 
encompasses multiple subfields that each attempt to understand human-related phenomena 
through computers. One important sub-field of AI is a computer’s ability to enhance its intelligence 
by learning from previous decisions, actions, consequences, etc. through machine learning (ML) 
[3]. As indicated by Figure 1, ML is a direct sub-field of AI that most closely aids in developing 
intelligence through its iterative processes. ML can be a helpful addition to many simulations as a 
way to consistently update programming, data, or output components and learn from previous 
iterations to improve accuracy and consistency. Another branch of AI with the potential to expand 
research of human-related phenomena is natural language processing (NLP). The goal of NLP is 
to identify and explain nuances within language, with a large expansion into computational 
methods [4]. With any experiences attempting to identify and explain nuances, NLP can be 
difficult to perform computationally but could revolutionize research based in interview data or 
other conversation or text-based qualitative data.  

The final AI subfield in Figure 1, and the focus of this paper, is agent-based modeling 
(ABM). The goal of ABM is to develop a model that can reproduce dynamic phenomena to 
understand interactions and outcomes from those phenomena, especially those with some time 
dependence [5]. The information provided to the model is typically from previous research, but 
also can be expanded using some other AI methods like ML and NLP. The draw towards AI and 
its subsequent techniques in modern research is the ability to reproduce and create data to 
understand phenomena, especially in many situations where real-world research cannot be carried 
out due to various constraints.  

 

 
 Figure 1: Visualization of umbrella of AI and sub-components’ relationships. 
 

ABM is used in a wide range of fields [6]–[11] to predict and study the decision-making 
of individuals, referred to as agents, within a computational model. An important component of 
agents is their set of rules that allow them to make decisions based on the situation they are in. 
These rules are tailored to the phenomena being studied so that the agent in the simulation performs 
actions similar to an individual outside of the simulation. For models to produce high quality 
results, the agent’s rules are informed by previous thorough data collection, research, and 



interpretation of findings into rules for the algorithm [12]. The novelty of using ABM in research 
is that these agents are capable of interacting with both their environments and other agents, 
depending on the phenomena being simulated. This allows for researchers to tailor the rules to 
their information on phenomena and continue learning about interactions and situations between 
individuals in a system.  
 The growth of computation and simulations began in the 1950’s and 60’s in technical 
sectors of natural science research like physics and chemistry intending to perform large-scale 
predictive computations [13]–[15]. Beyond the natural sciences, computational techniques moved 
into economics to perform large scale calculations and provide large new data storage options[16]. 
Many of these computational techniques are the precursors to how we use ABM today to approach 
problems. ABM has, more recently, found success and been proven reliable in simulations for 
transmission and event prediction in medicine [11] and immunology [10]. These studies have 
produced results consistent with previous quantitative data due to the agent’s data informed rules 
that govern their interactions with both their environment and other agents. Studies in 
immunology, for example, use ABM to model the spread of a disease within a population by 
programming different rates of the disease (like transmission rate, movement speed, cell death 
rate, etc.) with components for random occurrences for the disease within the human body[10]. 
ABM and ML also grown more prominent in social science settings focused on human decision-
making, specifically in situations with large amounts of quantitative data [17]–[19].  
 There are not many applications of ABM, or AI in general, in qualitative studies. This 
paucity is because ABM typically relies on large amounts of quantitative data. In contrast, 
qualitative studies do not always provide the necessary scale of data, or quantification of that 
qualitative data, required for predictive modeling [12]. Applying ABM to qualitative research is 
challenging because there is a lack of rigorous scholarly guidance governing the process of 
applying quantitative methods to qualitative research while still maintaining a solid theoretical 
foundation and adhering to quality in the research process. It is also difficult to characterize the 
accuracy of the conversion from qualitative to quantitative data, since that process is highly 
interpretive. There are some qualitative studies that have developed techniques to convert data into 
quantitative forms. Elsawah et al. [20], for example, created a qualitative methodology to use ABM 
to model human decision-making based on perceptions of members within socio-ecological 
systems. Their research studied a farmer’s perceptions of market impacts on their vineyards and 
how those perceptions impacted their decision-making. Their model also accounted for each 
farmer’s cultivation strategy, attributes (how much experience they have, willingness to 
experiment), and budget in order to understand what contributed to decisions relating to running 
their vineyard. Outside of this example, there are very few studies that indicate the feasibility of 
using ABM to model human decision-making.   

To this end, the purpose of this paper is to explore and show proof of concept that ABM to 
qualitative research topics, addressing viability within a qualitative field like engineering 
education. Many fields of study with meaningful high quality qualitative data could greatly benefit 
from models that can make sense of and recreate human decision-making. In this paper, we identify 
a potential application for ABM in qualitative work by understanding experiences and factors that 
can lead graduate engineering students to depart from their graduate programs.  
 



Background in Graduate Attrition in Engineering Education: Motivating the Context for 
ABM 

Attrition from engineering graduate programs has become an important issue for 
universities to try to understand. This is not to say that all attrition from graduate school is bad, 
but understanding the reasons for attrition can help universities better support their students and 
create environments more conducive to higher learning.  Berdanier et al. [21] created the Graduate 
Attrition Decisions (GrAD) theoretical model, Figure 2, which identified major themes 
contributing to graduate engineering student attrition. These themes are the graduate student’s 
advisor, support network, quality of life and work, cost, perception by others, and goals. Major 
findings from this work indicate the importance of recognizing that factors for attrition are not 
isolated and most choices to depart from graduate programs are due to combinations of factors. In 
subsequent work, our research team has continued to investigate the mechanisms of graduate 
engineering attrition, especially related to the costs incurred in graduate school, the relationship 
between themes, and how goals evolve over time in graduate programs, and the psychological 
costs incurred by graduate school.  Many students who consider departure continue to persist 
because of the sunk-cost fallacy while in graduate school. The sunk cost fallacy for graduate 
students occurs when students consider departing their graduate program but choose to remain 
longer than they should because they feel they have invested too much time and effort to abandon 
the program at that point, which can contribute to challenges in predicting individual students’ 
intentions to persist or depart [22].   

Our research group is uniquely qualified to undertake agent-based modeling in an 
engineering education context because of our deep topic expertise and methodological 
commitment to constructivist and person-centered research. In sum, our research team has been 
working on aspects of doctoral engineering persistence, attrition, and thriving for the past ten years, 
and have conducted and analyzed over 100 interviews with current and former graduate students 
from nationwide samples, collecting experiences from those who are persisting, who thrive, who 
are considering leaving, and those who left their PhD programs either with or without a Master’s 
degree.  This expertise and experience, combined with high quality data sets and a deep 
commitment to thorough constructivist qualitative research methods, provides us the unique 
expertise to begin to translate these datasets into a computational model.  

 

 
Figure 2: The GrAD[21] themes and sub-theme visualization 



 
Understanding that attrition is nuanced and individualized to each graduate student, it is 

difficult to try to predict what real-world experiences may influence students to decide to depart 
from their programs. Also, the practices for testing which experiences, or combination of 
experiences, will cause students to depart would be highly unethical to test on human subjects. 
Thus, ABM presents a potential solution to studying attrition in graduate engineering students by 
simulating students’ experiences through computer agents. These agents can be programmed with 
the attributes of graduate students (e.g. when they would consider departure, when they would 
choose to depart) and put through various graduate school experiences. Based on these attributes 
programmed agents can respond to positive or negative examples of the attrition themes identified 
with the same logic as humans and provide researchers greater insight into different attrition 
phenomena. ABM also allows for a larger scale of students to be studied in a shorter amount of 
time as well as preventing any negative ethical ramifications on human subjects.  

In this paper, we use two different programming languages to apply ABM to qualitative-
focused research data to demonstrate the efficacy of ABM in qualitative research. To achieve this 
goal, we aim to create agent-based models for attrition and compare programming languages and 
their ability to represent students’ decision-making while experiencing graduate school. 
Additionally, this study allows us to understand and indicate the importance of quality and good 
practices for developing programs for ABM purposes as well as reducing the gap in qualitative 
research using simulations and modeling. 
 
Methods 
 
Selecting programming languages. An important aspect of working with different programming 
languages is identifying the goals of your work and finding the program that is able to achieve 
those goals. With the multitude of languages available, it can be difficult to understand what built-
in components are right for your research goals. In this study, we explore how two programming 
languages (Python and NetLogo) can apply ABM to understand engineering graduate student 
attrition. Both programming languages have been used extensively in ABM contexts [10], [23]–
[26] and are open-source with vast, free libraries of assistance for coding questions, concerns, and 
error troubleshooting. The main difference between the two languages is that Python is a general-
purpose language while NetLogo is domain-specific. General-purpose programming languages are 
designed to be multipurpose (e.g. used in app development, web design, statistical calculations) 
and typically have optional packages that expand the program’s abilities beyond the base level 
[27]. In contrast, domain-specific programming languages are developed for a specific field or 
purpose, with some optional packages that typically enhance the program’s ability to perform its 
original task [28]. These programming languages, therefore, have characteristically different 
purposes and applications.  
 As a program, Python is capable of a wide variety of services and can be applied to a large 
number of interested domains. The services provided in Python can be uniquely utilized by each 
domain through data analysis and visualization, automation, web development, and AI and 
machine-learning. Additionally, Python is considered one of the most user-friendly and beginner 
friendly programming languages with an efficient and easy to read syntax. The syntax provides 



the added benefit to programs of fewer lines of code needed to execute a task leading to very 
efficient execution time [29].  
 NetLogo, on the other hand, was specifically designed for ABM applications. Many of the 
key syntax and features of NetLogo are similar to other programming languages, but they are 
specifically applied to agents within the program. Originally developed at Northwestern 
University, NetLogo creates an environment and agents tailored to specific parameters designated 
by the programmer and includes information about interactions between agents and the 
environment and agents with other agents [25]. Unlike other programming languages, NetLogo 
visualizes the program output for the agents as it makes its calculations through the integrated 
development environment (IDE). The IDE creates a window for the environment of interest and 
the programmer is expected to develop the model visually at the same time as developing the 
necessary calculations in the window.  
 
Translating theory to Agent-Based Modeling algorithms. To understand the unique differences 
and advantages of each programming language in a qualitative context, we applied ABM to data 
from research in graduate engineering student attrition. The agent-based models developed for this 
paper are part of a larger study understanding graduate attrition. Because this work is still 
underway and represents an ongoing competitive research thrust, and because the purpose of this 
paper is to be a proof-of-concept on viability of these methods, the full code in each programming 
language will not be provided.  
 Quantifying qualitative data to apply ABM was a difficult task in this study. Understanding 
that all graduate students’ experiences differ in their educational journeys is part of what makes 
those experiences so difficult to study. In an attempt to understand the changing landscape and 
difficulties of engineering graduate school, we referred to previous research [21], [30], [31]on 
graduate student attrition to develop the set of rules our student-agents follow. Transforming 
previous research information from qualitative data into a programmable quantitative format 
required multiple steps. First, we used literature to identify the main variables, in this case 
experiences that can cause attrition from graduate school, that can affect the ABM. Each existing 
theme in the GrAD model [21]was transferred as a potential variable that can be experienced by 
each agent and helped inform us of how to represent the variable’s weighted effect on the agent’s 
decisions. Further weighting choices are discussed in our implementation section. These weights 
were additionally informed by interview data collected from with departing graduate students, 
which allowed us to determine the variables that could have a greater impact on students’ decisions 
to persist or depart from their graduate engineering programs.  Some of the GrAD model themes 
were separated into multiple variables to account for more situations and accommodate the 
subthemes in the GrAD model. For example, the GrAD model cost theme was separated into a 
funding variable, for financial costs of graduate school, and an academic program variable, to 
account for time commitments and expectations that add to non-financial costs of graduate school, 
in the model. Other themes in the GrAD model were grouped into the same variable to account for 
the linkages between themes and subthemes. For example, the “perception by others” and “support 
network” themes both contribute to the theme of school community and indicate the important 
groups that both judge and support students in graduate school. The interview data also provided 
additional insights into important factors of graduate school that were not as heavily focused on in 



the GrAD model, but that were investigated in subsequent work [22]. As such, our model includes 
a variable for critical events [31] with the potential to completely change a student’s career path 
as well as a modifier to represent sunk cost after each year the student-agent completes. 
 
Implementation of ABM for graduate student experiences. Our method of following each student-
agent through their graduate school journey provides each student-agent with a motivation that can 
be affected by each of these variables. Then, the student-agent moves through their academic year 
by experiencing this variable. Each variable outputs a randomized value based on their weighted 
range that can add or subtract from the student-agent’s randomly assigned motivation value. These 
ranges were informed by graduate attrition literature to better represent the magnitude of each 
variable. In both the Python and NetLogo models, we utilized the “random” function to maximize 
the variability of each student-agent’s experience. This means that students’ interactions with each 
variable was randomly assigned instead of us as researchers assigning experiences to each agent.  
Randomizing the variables allows researchers to easily customize the number of agents and creates 
more opportunities for a variety of experiences to be represented.  

The model initiates with each student-agent beginning their first academic year with a 
randomly prescribed motivation value between 10 and 25 that indicates their desire to go to 
graduate school. This is used to represent observed varying levels of interest in graduate school 
that students experience and sets a baseline of motivation for the students throughout the academic 
years. From there, the variables change the motivation of the student-agents, both positively and 
negatively, based on the randomly generated value. For example, in the first academic year a 
student can have a bad advisor experience, but develop a good support network, so their motivation 
value can decrease because of the advisor variable and then increase because of the community or 
support variables. After each academic year, the model checks the student-agent’s motivation 
values to see if that student-agent will persist or depart from graduate school that year. If a student-
agent has a motivation value below -5 at the end of any year, our model assumes that the student-
agent leaves the program. As an example of how these decisions manifest: We chose a value of -
5 to allow student-agents to experience some difficulty (have a negative motivation value) but 
choose to “stick it out”, a testament to a surviving versus thriving experience in graduate school 
[30]. Beyond -5, we assume student-agents have reached a psychological threshold and will want 
to depart, aligning with the trends we have seen in our qualitative data.  

For student-agents that do not leave their program after an academic year, we add a random 
value between 5 and 15 to their motivation to simulate further motivation from the previous year 
as well as simulate the impact of sunk cost, another aspect of graduate student motivation that has 
been featured in our prior qualitative work. Then, the motivation value at the end of each academic 
year becomes the starting motivation value of the following academic year. Therefore, if a student-
agent has a motivation of -5 at the end of a year, their sunk cost value will bring them at least back 
up to 0. Because our models assume a student will complete graduate school within 6 years (an 
approximation of the US average completion time via the National Center for Science and 
Engineering Statistics [32]) a student-agent with a motivation value greater than   -5 after 6 
academic years is assumed to have graduated from their program.  However, it is possible for 
student-agents to drop out of their programs in each academic year, including their last year 



because literature indicates graduate engineering students consider departing their degree program 
at many different points in their graduate school journey, including their last year [30].  
 To properly characterize the impacts of our variables, we developed our ranges of modifier 
values to reflect on the weight of each factor shown in literature on student experiences [21]. The 
ranges were developed to reflect the weight of each variable on the students. A larger range with 
larger values indicates a greater weight of that variable and potential for that variable to impact 
motivation more than others. One example is that literature indicates that one of the most impactful 
variables that impacts a graduate student’s experience and well-being is the student-advisor 
relationship [21], [31]. Specifically, we understand that a difficult advisor relationship can severely 
impact a student’s intention to depart from their program. This understanding informed our advisor 
variable range values to go from -20 to 5, indicating that a bad advisor has the potential to derail a 
student’s graduate school experience, while a good advisor has the potential to improve a student’s 
experience, but not nearly as significantly as a bad advisor. This decision helps indicate the weight 
of this variable by indicating that there is a much larger opportunity for a negative advisor 
experience to impact the student, even if they have other positive experiences.  

Randomizing the student-agents’ experiences with each variable is important for ABM 
because it allows for these experiences to fluctuate from positive to negative. For example, a good 
advisor in one academic year has the potential to become a “bad advisor” the next year: 
Testimonies from our interviews and literature [30], [31] indicate that many students had positive 
experiences with their advisors, until something changed within the advisor’s personal or 
professional life (becoming department head, children, change in relationship with student, etc.) 
which led students to feel neglected or uncomfortable in their situation. The opposite is also true, 
but less likely, where an advisor relationship shifts from negative to positive.  

Another example of the impact of our variable ranges is with the graduate school program 
variable. A sample of the initial motivation value (programmed as desire) and advisor variable 
Python code are shown in Figure 3.  We chose a range from -10 to 10 for this variable because 
literature [33] indicates that good and bad graduate school programs can potentially have very 
similar positive and negative, respectively, impact students’ motivations. The school program 
range in the model also indicates the graduate school’s ability to have a somewhat significant 
impact on the student’s experience but will most likely not be the sole reason for the student 
remaining or departing from their school program.  
 



 
Figure 3: Sample portion of Python code for attrition model for “desire to enroll” and 

“advisor.” 
 

Parameters for each language to run simulations. The main variable information, the ranges for 
the variables, and the significance of each variable to a student’s experience were developed first. 
This information was used in both programming languages to compare how they performed ABM. 
In Python, we programmed calculations to output graduation rates and the percentage of student-
agents that departed due to each variable. While Python does not have embedded visualization 
aspects showing real-time progress, there are exportable data components that can be plotted in 
Excel or otherwise to showcase individual agent-student stories. The NetLogo IDE requires the 
use of their window to visualize agents in the study, so we programmed our student-agents as 
people and allowed them to change color based on their motivation within graduate school. In 
NetLogo, all student-agents begin as green icons and only change color if their motivation drops 
below 0. At 0, we assume the students are experiencing some difficulty but may not be considering 
departure just yet, which changes their color to yellow. The student-agent icons change to a red 
color when their motivation value is below 0, indicating that they are considering departing from 
their program. At the end of each academic year, NetLogo checks whether the student-agent’s 
motivation value is equal to or below -5, in which case the model assumes the student is departing 
from their program. If this happens, the student-agent icon becomes blue. These color changes 
allow the model to calculate the graduation rate within the graduate program. Both programming 
languages began their modeling with 10,000 random student-agents in their first year of graduate 
school and determined the graduation rate for each after 6 academic years to compare their 
performance for large sample sizes to each other.  
 



Results 
 
 Through our development of an agent-based model for graduate attrition in two 
programming languages, we found the unexpected benefit of result confirmation through 
comparison of the two models, especially in their outcomes. The example outputs from the two 
employed programming languages are shown in Figure 4. The results from the each of the 
platforms agreed well with each other and with the real statistics on graduate engineering attrition: 
The Python model currently generates a graduation rate for agent-students of 57.45% and NetLogo 
of 59.68%, were similar to one another and comparable to the engineering graduation rates after 6 
years according to The Council of Graduate Schools (57%)  [34].  

More promising still is that repeated runs of the ABM simulations in each programming 
language produced graduation rates in the low ~60% every time, even with large sample sizes. The 
fact that the models developed through the methods discussed in this paper produce accurate 
results even with much of the model randomizing student-agents’ experiences is a testament to the 
validity of this method.  

  
Figure 4: NetLogo (left) and Python (right) sample model outputs. 

 
The two platforms described in this study both validate the ability of ABM to begin to 

describe decision making in engineering education and offers an understanding of the affordances 
of the two platforms that may be advantageous depending on the research applications, especially 
for ABM purposes. Through our application of the general-purpose and domain-specific 
programming languages, we found benefits to both for model development and execution. 
General-purpose programming languages, like the Python model we developed, tend to have more 
developed internal computation methods and are capable of running larger data sizes much faster. 
It is important to note, however, that computation time depends on a variety of factors including 
number of lines of code and printed outputs, so the speed with which general-purpose programs 
create models can be highly individualized based on inputs in a given study. The Python model is 
also beneficial because it provides clearer information on errors within the code, exporting data, 
and data analysis.  



The NetLogo model offers different benefits. For example, the NetLogo model provided 
interesting visual information during and after the models were calculated. While it did take longer 
to run this model for large sample cases compared to the Python model, being able to visualize 
students staying, considering departure, and departing from the program as the model was running 
can provide a different depth to the model and serves as a reminder that the agents in this model 
are more than just numbers in a computer. Another benefit of NetLogo is that it contains more 
built-in functions to look at specific agents during the computation, giving researchers the 
opportunity to focus on an individual agent’s experiences and decisions with much simpler syntax. 
However, determining what is the proper way to visualize the data from the model requires 
additional effort and time and may not be beneficial in all studies.  

 
Discussion and Cautionary Notes on Using ABM to Describe Human Behavior 

 
We do not assert that any one programming language is superior in applying ABM, but 

there are different affordances granted by each. Therefore, it is up to the researcher to understand 
the important differences within these programming languages to make an informed decision on 
which one will help them achieve their goals in the most effective, efficient, and ethical way.  In 
future development of our research, some additional packages within programs may be utilized 
within both programming languages to potentially compare further modeling techniques. While it 
is important to select a programming language based on the goals of the study, any application of 
ABM can provide opportunities to develop adjustable and readily computable models when 
grounded in theoretical understandings. 
 While ABM provides a unique opportunity for studies to be conducted to understand 
phenomena and potentially predict human decision-making for a variety of experiences, the 
potential negative impacts of models predicting human decisions and outcomes cannot be 
overlooked. Many models must account for randomness components in human decision-making 
and, therefore, will not always provide the same statistically significant outputs. This knowledge 
allows us to recognize that human decision-making does not always follow predictable patterns. 
The model’s randomness also reminds us that even though the student-agents in our study were 
created in this computer program, these models are intended to understand the experiences of real 
students. Therefore, researchers must remain committed to the individuals their study was intended 
to understand and their real-world experiences.  

The necessity to weight different contributing variables in a model requires researchers to 
study human decision-making and lived experiences for the particular phenomena being studied 
well before the model can be developed and used. Studying the more unique “what if” scenarios 
of a phenomena can be tempting to some researchers, but those scenarios become unimpactful to 
the given community if not based in theory, literature, or experience. Attempting to weight 
information that is not well-rooted in theory or data can create outputs that will not accurately 
represent phenomena and will produce unhelpful or incorrect results that contribute to the saying 
“bad data in equals bad data out.” It is especially important to base models on a theoretical 
understanding of the phenomena because ABM is just beginning to be considered as a tool in 
human-subjects research. These models should not be used as a means to see how much stress 
students or people in general can handle before they break or to completely replace real-life human 



studies. The goal of agent-based models in human-subjects research is, instead, to supplement 
understanding of human decisions in situations where sample sizes may be an issue or where true 
studies cannot be performed due to ethical concerns.  

Some components of programming languages can pose ethical concerns to our community, 
especially relating to syntax, that should be addressed by studies intending to use ABM. These 
languages have many built-in functions that, when taken out of context, can raise questions about 
the programmer’s research principles. For example, the NetLogo code used in this paper has many 
built-in functions and names for components or calculations that can be confusing or offensive 
when describing human-subjects related models. Agents in NetLogo models are created and 
identified as a certain “breed”. This is meant in no way to dehumanize the agents in model; it is 
just the syntax used by the software developers who created NetLogo for biological models (e.g. 
predator-prey simulations, virus-cell interactions) [25]. Another example of potentially offensive 
syntax is that an agent that is deleted and recreated “dies” in the programming code. Out of context, 
one may assume that we are trying to play “god” with students’ careers and lives or the experiences 
of agents in other contexts. This is not the case as the syntax cannot be changed by the researcher, 
so it is important for researchers to be transparent about their programming practices and indicate 
potential philosophical or ethical concerns upfront. Also, it remains important for researchers to 
remain steadfast in their commitment to interpretative research, commitments to qualitative and 
educational research to understand and helping the human subjects they are researching, and to 
remember the importance of not playing “god” when it comes to simulated experiences.  
 
Conclusion 
 There is potential opportunity for agent-based modeling (ABM) to be incorporated into 
qualitative research. As AI and subsequent programming techniques continue to advance, 
developing human decision-making models from qualitative data can provide substantial support 
data and greater insights into many phenomena. With the large pool of information on modeling 
and programming languages available, researchers who are interested in expanding into ABM will 
need a clear understanding of their goals and a solid foundation for their model to be developed 
and used correctly. This includes understanding important functions, syntax, and capabilities of 
programming languages before the models are developed. Additionally, researchers will need 
significant understanding of relevant theories, literature, and real-world data related to the given 
phenomena to properly translate experiences into programmable functions, variables, loops, etc.  
 Through this comparison of computational platforms, we identified some differences 
between programming languages that may help researchers determine what programming 
language is most suitable when looking to utilize ABM techniques in their studies. In languages 
like Python that are part of the general-purpose category, computation time and interpretable data 
information and analysis techniques are great advantages. Languages like NetLogo which are 
domain-specific have more readily available visualization techniques that may provide more 
insights into phenomena for specific studies. General-purpose and domain-specific programming 
languages also have many similar qualities, like downloadable packages for further modeling 
techniques, that can be further explored by individual researchers. Applying both programming 
languages to develop a model for engineering graduate student attrition provided an additional 
quality assessment for the accuracy of ABM models. Both models were able to provide graduation 



rates similar to one another after multiple runs and comparable to current literature findings on 
attrition from engineering graduate school in qualitative studies.  
 Finally, to maintain the goals of human-subjects research, we again emphasize the 
importance of understanding the intentions of our research while developing the models. The 
purpose of developing agent-based models is not to test random scenarios or perform screenings 
on policy changes to see which students make it through a program. Instead, ABM can supplement 
thorough and well-designed qualitative research and can develop models that understand a given 
phenomenon without risking the lives or well-being of human subjects.   
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