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Having it all - Infusing Parallel Computational Thinking in the Lower-Level
Computer Engineering Curriculum Using Extended Learning Modules

Abstract
Modifying a course in a well-established program is often challenging due to many factors. First
of all, it requires removing a significant portion of the current materials to make room for new
topics. In addition, these changes must be reviewed and approved by several layers of
committees, which can be a long process. Last but not least, the impact on students could vary
widely, depending on their preparation and learning ability and the results would not be known
until the changes have been made.

At the University of Illinois at Urbana-Champaign, a team of faculty and graduate teaching
assistants is taking on the challenge of making a curriculum change in lower-level computer
engineering courses to infuse parallel computational thinking using extended learning modules.
The proposed changes impact three required courses in the curriculum: a 100-level digital logic
course, a 200-level introductory programming course, and a 300-level digital systems course.
Despite the prevalent use of multi-core and GPUs in computers and handheld devices, parallel
and distributed computing education in undergraduate courses is largely absent at the lower
levels. This effort identifies current topics in the three courses that could be extended into parallel
computing learning modules. These modules are launched at the same time the corresponding
course topics are covered, and students are given extra-credit for completing these modules.

This paper focuses on the implementation and assessment of the extended learning modules in the
100-level digital logic course. Two modules were developed and launched in the fall of 2019, one
on carry-look-ahead parallel adder and the other on counter with parallel implementation. Each
module contains a short-recorded video (under 12 minutes), a set of PowerPoint slides, as well as
an asynchronous assessment. Each assessment contains five to six true-or-false, multiple-choice,
and fill-in-the-blanks questions. Students are expected to complete each module individually
within three weeks of its release date. After completing the adder module, students should be able
to: 1) understand the inefficiency of a serial adder; 2) understand the concepts of generate and
propagate signals as the basis of carry-look-ahead recursive formulation; 3) express the carry-out
recursive expression in terms of inputs. After completing the counter module, students should be
able to: 1) recognize a carry-ripple counter and explain its shortcomings; 2) understand that the
same approach in carry-look-ahead adder can be used to solve the delay in carry-ripple counter;
3) understand the trade-offs among different parallel counter implementations.

In Fall 2019, 48% (n=183) of students completed the adder module and 47%(n=178) completed
the counter module. The completion rate in Spring 2020 and Fall 2020 are 51% (n=144) and



60%(n=215) for the adder module, 52%(n=147) and 60%(n=216) for the counter module,
respectively. Besides presenting student assessment data, we will also investigate which group of
students by academic achievement are more likely to complete these extended learning
opportunities and whether there is a correlation between their performance in these modules and
overall performance in the course.

Introduction
The current undergraduate computer engineering curriculum at the University of Illinois at
Urbana-Champaign, which has been in place since 2015, consists of a three-course sequence. The
first course, ECE 120, is taken Freshman year for most computer engineering students. Topics
consist of Boolean algebra, combinational and sequential logic design, state machine design, and
basic computer architecture and machine data representation. ECE 120 is also augmented by a
hardware lab component consisting of the design and construction of several discrete logic based
circuits. The next course in the sequence, ECE 220, focuses on LC-3 assembly and C
programming, fundamental data structures and algorithms. ECE 220 has a laboratory component
as well, in the form of software lab assignments. The final course in the sequence, ECE 385,
consists of a series of hardware design challenges on various digital logic topics, followed by a
final project of the students’ own choosing involving digital logic. These design challenge span a
range of technologies, from discrete logic in the earlier labs to FPGA logic and then to
system-on-chip hardware-software co-design.

In response to the paradigm shift in machine capabilities (especially, with multicore, many core,
and GPU computing capabilities), a group of faculty along with the teaching assistants at
University X have been integrating the concepts of parallel and distributive computing (PDC) in
the courses mentioned above. Our goals is to introduce the concepts of PDC as small modules,
programming assignments and advanced timing analysis labs as extra credits along with the
existing materials in ECE 120, ECE 220, and ECE 385, before students get in to the specialized
parallel computing course, ECE 408, designed for seniors.

Integrating parallel computing in the undergraduate curriculum has started in many universities in
the United States. Several universities have attempted and incorporated the parallel and
distributive computing concepts in the early level of their curriculum1 2 3 4 5. When should we
introduce parallel concepts into the curriculum is a debatable question. Lesson learned and
insights provided by the several authors suggests that some educators and scientists argued that
because of the intricacy of parallel computing it should be introduced as early as in the freshmen
level. Some argued that it should be introduced slowly as small modules in the existing traditional
courses. They believe that by introducing the parallel concepts early in the curriculum will enable
students to look at a problem from different perspectives and will consider the parallel option as a
solution to problems that they want to solve. Some argued that it should be offered as a senior
level required course. The last option will be harder to implement at our program, as it would
require elimination of another core course in the existing curriculum. We believe that parallelism
and concurrency are fundamental topics in computer engineering and should permeate the
curriculum. By adding the concepts slowly as modules to existing courses, we hope to encourage
and motivate more students to pursue parallel and distributive computing in the senior level and
choose it as a future career. In 2019, we obtained an internal grant from the college to help



facilitate our efforts. The remaining of the paper presents the implementation and assessment of
PDC modules integrated in the ECE 120 course.

Module Selection and Development Process
After evaluating multiple sources, we have identified two primarily focused topics to cover in our
entry-level digital course - ECE 120. These topics include parallel adder from the book
”Fundamentals of Logic Design” by Jr. Charles H. Roth6 and parallel counter from Chapter 5 of
the book ”Topics in Parallel and Distributed Computing: Introducing Concurrency in
Undergraduate Courses” by Vaidyanathan et al.7 We believe these are excellent topics for
entry-level students because they are relatively easy to understand and closely related to the
pre-existing course materials covered in the course.

In the original ECE 120 course planning, the adders and counters covered are the simplest ones.
We teach students the concepts of full-adders (FA) and carry-ripple adders, as well as the concept
of ripple-counters. In order to train the students’ minds with the parallelism methodology, we
decided to introduce them to the Carry-Lookahead Adders (CLA) and Parallel Counters. The
development of these modules went through an iterative process. The graduate teaching assistant
prepares the initial presentation draft for both modules, which will then be discussed during the
weekly course staff meetings for feedback. Faculty members then give their suggestion for
improvement and the graduate teaching assistant will then revise accordingly. Next, when the
slide contents are ready, a short video that provides a walk-through of the slides will be produced
for each of the modules. Finally, the course staff evaluate the key learning objectives within each
module and work together on preparing a list of questions to be included in the evaluation
quizzes.

Parallel Adder (Carry-lookahead Adder) Module

Carry-lookahead Adders (CLA) is a standard component of the 300-level digital systems course.
Thus, this module is a great candidate for evaluating the outcome of this project because we can
test whether the students still remember the principles of CLAs at the beginning of ECE 385
using short in-class quizzes. We designed the Parallel Adder module in the following format. An
animated slide deck8 that includes a self-paced learning guide for the students, as well as a short
10-minute narrated video9 that walks through the entire slide deck.

In the presentation slides, we first give an example of a four-bit carry-ripple adder. In the example,
we use two inputs 0b0101 + 0b0111, and walk the students through the process of each carry bit
between the single-bit adders, as well as the final output. These two input numbers are carefully
selected because we can see all of “propagate” (P), “generate” (G) as well as “kill” (K) situations.
In the next few slides, we direct the students to focus on the bits where the Carry signal can be
generated, killed, or propagated without knowing the Cin signal. After getting familiar with the
potential speed-up opportunities, the students will revisit the Cout truth table for the simple adder,
and learn to identify the P and G signals from the four input combination of a one-bit simple
adder. At this point, the student should have a solid understanding of how the P and G signals
work and what they represent. We then introduce the recursive formula for calculating the carry
signals within an adder. To put it all together, we show an example of a carry-lookahead adder



and walk through an example with the students. To demonstrate the performance improvement,
we implemented a carry-ripple adder as well as a carry-lookahead adder, both 16-bit wide, in
SystemVerilog, and demonstrated the difference in achievable Fmax in Intel Quartus.

Parallel Counter Module

Parallel Counter is a completely new concept to students at University X because it never showed
up on any level of courses. We believe that the Parallel Counter module is a natural extension of
the existing ripple-counter concept in ECE 120, and there are a lot of interesting parallel
programming ideas that go beyond the counter itself. The Parallel Counter module is also in the
form of self-paced slides10 with a narrated video11.

In the presentation slides, we first show the students a ripple counter design using D Flipflops. In
this design, each bit’s output signal is connected to the inverted clock input of the next bit. We
then show a clock-by-clock demonstration of the basic operation of this design. Naturally, this
leads us to the discussion of the downside of the asynchronous design: every bit is not updated at
the same time. To solve this issue, we present the next synchronous design where we use XOR
gates to precompute the next state for all bit positions and update all bits together in the next
rising edge of a common clock. Here we briefly mention the selective inversion capability of an
XOR gate. The precompute unit contains a chain of AND gates, which is analogous to a chain of
simple adders in a carry-ripple adder. At this step, we pause and remind the students what
problem did carry-ripple adders have and how we solved the problem. With a solid understanding
of the previous module, the students should be able to come up with a connection to
carry-lookahead adders. Then we present a “faster” design by replacing the AND gate chain
(inherently recursive) with a group of multiple-input AND gates (flattened). After we demonstrate
how this design works by analyzing the precompute unit, we show that some of the AND logic is
redundant, and this circuit can be further improved to reduce the cost. We present the
Kogge-Stone circuit as well as the Ladner-Fischer circuit that further parallelize the adder group
computation. We inform the students that similar techniques will be introduced in ECE 408,
where they will learn GPU programming with multiple threads.

Learning Objectives
Two sets of assessments are created based on the following key learning objectives. Details of
assessment questions are shown in the next section.

Parallel Adder

• Understand the inefficiency of a serial adder

• Understand the concepts of generate and propagate signals as the basis of carry-look-ahead
recursive formulation

• Express the carry-out recursive expression in terms of inputs



Parallel Counter

• Recognize a carry-ripple counter and explain its shortcomings

• Understand that the same approach in carry-look-ahead adder can be used to solve the delay
in carry-ripple counter

• Understand the trade-offs among different parallel counter implementations

Assessment Results
The extended learning modules discussed above were deployed in Fall 2019, Spring 2020 and
Fall 2020 in ECE 120. In Fall 2019, 49% (n=183) of enrolled students completed the assessment
on the parallel adder module and 48% (n=179) completed the assessment of the parallel counter
module. In Spring 2020, the completion rates are 52% (n=145) and 53% (n=148) for the parallel
adder module and the parallel counter module, respectively. Completion rates are 60% in Fall
2020 for both modules. Student participation has grown steadily throughout the three semesters,
as shown in Table 1 and Table 2. Besides higher completion rates, students in Spring 2020 and
Fall 2020 also performed better on both modules than those in Fall 2019.

Semester Participation Rate Mean SD

Fall 2019 48% (n=183) 81.42% 23.48
Spring 2020 51% (n=144) 88.72% 19.51
Fall 2020 60% (n=215) 88.66% 18.32

Table 1: Assessment statistics of the parallel adder module.

Semester Participation Rate Mean SD

Fall 2019 47% (n=178) 86.70% 21.55
Spring 2020 52% (n=147) 96.60% 11.32
Fall 2020 60% (n=216) 95.19% 12.46

Table 2: Assessment statistics of the parallel counter module.

To understand learning outcomes of the parallel computational topics, question by question scores
are examined for both extended learning modules across three semesters. Table 3 shows the
statistics for the parallel adder module and Table 4 the parallel counter module. The statistics for
both modules are also plotted out in Figure 1 and Figure 2. For the parallel adder module, the
overall trend is similar for all three semesters despite the difference in scores. Students performed
well on questions that ask them to calculate the propagate, generate and kill signals based on a
given truth table. The formula for these calculations are specifically covered in the module or
provided in the question. Therefore, it aligns with our expectation that most students should be
able to answer these questions correctly. For the other three questions, which require them to



derive the answers themselves, fewer students were able to arrive at the correct answers, leading
to significantly lower average scores.

The question by question scores in the parallel counter module are much higher than the parallel
adder module, indicating that majority of the students arrived at the correct answers. The most
difficult question, which consistently has the lowest score in all three semesters, assessed the
understanding of a given parallel counter design. The most common mistake is assuming that the
given design has no obvious downside, failing to realize that it will be quite slow with large
number of inputs.

Questions Question type FA19 SP20 FA20
Q1.Given a truth table,
determine Generate Signal

True/False
Mean 8.75 9.06 9.13
SD 3.33 2.94 2.84

Q2.Given a truth table,
determine Propagate Signal

True/False
Mean 8.97 9.26 8.85
SD 3.06 2.64 3.21

Q3.Match K, G, P signals to
blanks in the CLA adder

Fill in the Blanks
Mean 7.87 8.42 8.98
SD 3.80 3.43 2.75

Q4.Express P in terms of
K and G

Multiple Choice
Mean 6.94 8.05 8.16
SD 4.63 3.99 3.89

Q5.Given a truth table, based on
Input/Output/Carry, determine P, G, K

Multiple Choice
Mean 8.97 9.19 9.31
SD 3.06 2.74 2.55

Q6.Use recursive formula to
calculate Ci

Multiple Choice
Mean 7.38 8.25 8.30
SD 4.42 3.82 3.77

Table 3: Means and Standard deviations of parallel adder assessment question for Fall 2019, Spring
2020, and Fall 2020. Each question is worth 10 points.

Questions Question type FA19 SP20 FA20
Q1.Understand XOR gate as
“selective inverter”

True/False
Mean 9.56 9.73 9.73
SD 2.08 1.63 1.65

Q2.Determine the clock inputs
of a ripple counter

True/False
Mean 8.94 9.74 9.63
SD 3.09 1.63 1.90

Q3.Given a serial counter design,
identify its major disadvantage

Multiple Choice
Mean 8.38 9.60 9.31
SD 3.70 1.98 2.55

Q4.Given a ripple counter design,
identify its major disadvantage

Multiple Choice
Mean 8.61 9.80 9.87
SD 3.48 1.42 1.18

Q5.Given a parallel counter design,
identify its major disadvantage

Multiple Choice
Mean 7.88 9.53 9.08
SD 4.11 2.13 2.91

Table 4: Means and standard deviation of parallel counter question for Fall 2019, Spring 2020, and
Fall 2020. Each question is worth 10 points.



Figure 1: Question by Question Results of Parallel Adder Assessment.

Figure 2: Question by Question Results of Parallel Counter Assessment.



Relationship Between Module Performance and Course Performance
In ECE 120, students’ original final scores did not include the extra credits earned from
completing the modules. Therefore, the original final score is the reflection of their overall
academic performance in the course. Based on their original final score, students were assigned
letter grades from A+, A, A-, B+, B, B-, C+, C, C-, D+, D, D-, to F. We use the standard cut-offs
of 97 / 93 / 90 / 87 / 83 / 80 / 77 / 73 / 70 / 67 / 63 / 60 when assigning letter grades. To simplify
our analysis, students were divided into three groups based on their original final letter grade to
represent three different levels of course performance. Students who had original final letter
grades of A+, A, and A- belong to Group 1; those with original final letter grades of B+, B, and
B- belong to Group 2; and the rest (with original final letter grades of C+, C, C-, D+, D, D-, and
F) belong to Group 3. All statistical analysis presented in this paper is performed using IBM
SPSS12.

To explore the difference in module performance among groups in each semester, ANOVA was
conducted to inspect whether there is any significant difference between at least two of the three
groups. If there exists a significant difference, a Post-Hoc Test (Scheffe test when variances are
equal, Games-Howell test when variances are not equal) will be conducted to identify the pair and
their specific difference. Results of the ANOVA tests are shown in Table 5.

In Fall 2019, since the variances of parallel-adder-module scores of the three groups are not equal,
Welch’s ANOVA was conducted, yielding a p-value smaller than 0.05. Therefore, a significant
difference in parallel adder module performance exists between at least two groups. The
follow-up Post-Hoc Test revealed that significant difference exists between Group 1 and Group 2
(p=0.021), Group 1 and Group 3 (p=0.000), and Group 2 and Group 3 (p=0.043). By examining
the means of each group for the parallel adder module, we concluded that students in Group 1
performed significantly better than those in Group 2 and Group 3; students in Group 2 also
performed significantly better than those in Group 3. One-way ANOVA was conducted on the
parallel counter module data because of the homogeneity of variances of the three groups. No
significant difference in performance is shown between any two groups (F=0.52, p=0.595).

One-way ANOVA was conducted on scores of both modules for Spring 2020. It showed no
significant difference in performance on the parallel adder module and the parallel counter
module between any two groups with F= 2.65, p=0.074 and F=1.96, p=0.144, respectively.

For Fall 2020, since the variances of parallel adder module scores of the three groups are not
equal, Welch’s ANOVA was conducted and indicated a significant difference in performance
between at least two groups (F= 5.40, p=0.007). The follow-up Post-Hoc Test showed that
students in Group 1 performed significantly better than those in Group 3 (p=0.019). For the
parallel counter module, with unequal variances of the three groups, Welch’s ANOVA was
conducted and indicated a significant difference in performance among at least two groups
(F=3.35, p=0.041). Although the follow-up Post Hoc test showed no difference among group
means in the 0.05 significant level, the p value in the comparison between Group 1 and Group 3 is
very close to 0.05. Therefore, we treated the mean difference between Group 1 and Group 3 as
significant and reached the conclusion that students in Group 1 performed significantly better that
those in Group 3.



To further explore whether there is any correlation between module performance and course
performance, Pearson correlation analysis was conducted on the module scores and the original
final scores in each semester. The cut-off points we used for the judgement of weak, moderate,
strong correlations are 0.3 and 0.713. According to the results shown in Table 6, the parallel adder
module score in Fall 2019 is positively associated with the original final score (r=0.309,
p<0.001); the correlation strength is moderate. In Spring 2020, the parallel adder module score is
positively associated with the original final score (r=0.199, p<0.05); the correlation strength is
weak. In Fall 2020, both parallel adder module score and parallel counter module score are
positively associated with the original final score, r=0.382, p <0.001 and r=0.308, p<0.001
respectively; the correlation strength is moderate.

Semester Module Group N Mean SD
Test of Homogeneity

of Variances

One-way/Welch’s
ANOVA Post Hoc Test

F p Pairs
Mean

Difference p

FA19

Parallel adder
module

1 62 90.46 15.36
p=0.000 12.75*** 0.000

Group1&2 9.23* 0.021
2 75 81.22 24.29 Group1&3 20.89*** 0.000
3 46 69.57 26.13 Group2&3 11.66* 0.043

Parallel counter
module

1 53 89.06 16.90
p=0.595 0.52 0.595

- - -
2 80 85.50 22.72 - - -
3 45 88.00 20.63 - - -

SP20

Parallel adder
module

1 64 91.02 17.19
p=0.074 2.65 0.074

- - -
2 47 90.34 17.38 - - -
3 33 81.94 24.97 - - -

Parallel counter
module

1 69 97.68 7.31
p=0.144 1.96 0.144

- - -
2 46 97.39 9.99 - - -
3 32 93.13 18.04 - - -

FA20

Parallel adder
module

1 123 92.21 14.40
p=0.000 5.40** 0.007

Group1&2 5.60 0.114
2 61 86.61 19.19 Group1&3 13.58* 0.019
3 31 78.63 25.50 Group2&3 7.98 0.283

Parallel counter
module

1 124 97.10 9.09
p=0.001 3.35* 0.041

Group1&2 2.02 0.451
2 61 95.08 11.35 Group1&3 9.36a 0.055
3 31 87.74 21.09 Group2&3 7.34 0.180

Table 5: Results of ANOVA test on module scores in Fall 2019, Spring 2020, and Fall 2020. *
denotes p <0.05, ** denotes p<0.01, *** denotes p <0.001, a denotes treated as significant.



Semester Variables N Mean SD
Pearson Correlation

Coefficient

FA19
Parallel adder module score 183 81.42 23.48 0.309***

(p= 0.000)Original final score 183 84.67 9.54

FA19
Parallel counter module score 178 87.19 20.56 0.052

(p= 0.487)Original final score 178 84.59 8.92

SP20
Parallel adder module score 144 88.72 19.51 0.199*

(p= 0.017)Original final Score 144 86.22 9.16

SP20
Parallel counter Module score 147 96.60 11.32 0.111

(p= 0.182)Original final score 147 86.72 8.95

FA20
Parallel adder module score 215 88.66 18.32 0.382***

(p= 0.000)Original final score 215 88.49 8.19

FA20
Parallel counter Module score 216 95.19 12.46 0.308***

(p= 0.000)Original final score 216 88.50 8.17

Table 6: Results of Pearson correlation analysis on module scores and original final scores in Fall
2019, Spring 2020, and Fall 2020.* denotes p<0.05, *** denotes p<0.001.

Participation Rate Among Groups and Impact on Course Performance
To understand the likeliness to participate in extended-learning among students in the three
groups defined earlier, we examine the participation rate among these groups from Fall 2019 to
Fall 2020, as shown in Table 7. During Fall 2019, which was a normal semester with all in-person
instruction, participation rates are at similar levels among all three groups. As instruction
transitioned to half-online (Spring 2020) and then fully online (Fall 2020), we saw an increase in
participation rate in Group 1 (over-performing) and decrease in Group 3 (under-performing). This
corresponds to what we have observed in other parts of the course, in which excelling students
were able to manage their time better and more engaged than who were already struggling.

FA19 SP20 FA20
Group 1 48.25% 59.20% 71.51%
Group 2 59.15% 61.54% 57.27%
Group 3 50.00% 44.87% 43.06%
Overall 52.76% 55.87% 61.50%

Table 7: The participation rate in extra-credit by each group in FA19, SP20, and FA20

Students who took ECE 120 from Fall 2019 to Fall 2020 had final scores which consists of the
original final score and possible extra credits from the two extended learning modules. For
participation in the parallel adder module, students can earn extra credits toward homework (1%
of overall grades in Fall 2019 and 1.5% of overall grades in Spring 2020 and Fall 2020 without
going over the 15% homework cap). For participation in parallel counter module, students can
earn extra credits toward Labs (1% of overall grades in Fall 2019 and 1.5% of overall grades in
Spring 2020 and Fall 2020 without going over the 15% Labs cap). In some cases, especially with



high achieving students, participation in modules will not influence their final scores, because
they already achieved full credits in their homework and lab sections of the course. We increased
the extra credit points in Spring 2020 and Fall 2020 to encourage more participation in the extra
credit modules. To explore to what extent the module score can impact a student’s overall course
performance, we calculated how many points of extra credit from modules have been added to
each student’s original final score in the three semesters, and then looked into the letter grade
improvement caused by extra credits from modules in three semesters.

In Fall 2019, 162 out of 201 students (80.60%) had a final score increase due to completion of at
least one extended learning modules. The range of score increase is between 0.015622 and
1.250001. In Spring 20, 150 out of 157 students (95.54%) had a final score increase and the range
is between 0.0125 and 3. In Fall 2020, 192 out of 222 students (86.49%) had a final score increase
and the change is between 0.0679 and 3.

Despite the increase in final score for most students who participated in the modules, only a
fraction of them would see an actual impact on their final letter grade. Table 7 shows the number
and percentage of students whose letter grade improved after extra credits from modules were
added in Fall 2019, Spring 2020, and Fall 2020. In each grade level, the percentage was
calculated by number of students whose letter grade moved up to that level divided by the total
number of students in the same level who took part in at least one of the modules (n) in that
semester. In Fall 2019, among the 201 students who took part in at least one of the modules, 16
(7.96%) students’ grades changed into higher ones after extra credits from the modules were
added to the original final score. In comparison, 55 (35.03%) students received a higher letter
grade in Spring 2020 and 52 (23.42%) in Fall 2020.

FA19 (n=201) SP20 (n=157) FA20 (n=222)
Grade Change Number % Number % Number %

A to A+ 1 0.50 5 3.18 0 0
A- to A 0 0 9 5.73 12 5.41

B+ to A- 1 0.50 8 5.10 9 4.05
B to B+ 3 1.49 9 5.73 7 3.15
B- to B 2 1 8 5.10 4 1.80

C+ to B- 3 1.49 1 0.64 9 4.05
C to C+ 2 1 4 2.55 4 1.80
C- to C 3 1.49 3 1.91 1 0.45

D+ to C- 0 0 4 2.55 4 1.80
D to D+ 1 0.50 3 1.91 0 0
D- to D 0 0 1 0.64 1 0.45
F to D- 0 0 0 0 1 0.45

Sum 16 7.96 55 35.03 52 23.42

Table 8: Number and percentage of students whose letter grade improved after extra credits from
modules were added in Fall 2019, Spring 2020, and Fall 2020. n is the total number of students
who took part in at least one of the modules.



Conclusion and Future Work
In summary, two optional extended learning modules (parallel adder and parallel counter) were
developed and deployed in ECE 120 at University x. Participation rate was around 48% in Fall
2019 and grew to 60% in Fall 2020. Corresponding assessment results indicated a high level of
understanding in the topics introduced, in which the assessment means were above 80% for the
parallel adder module and above 88% for the parallel counter module. In general, students in
Spring 2020 and Fall 2020 performed better than those in Fall 2019.

Assessment data of these modules was analyzed by categorizing students into three groups by
their original course score. Those who would have received an A- or above are in Group 1, those
between B+ and B- (inclusive) are in Group 2, and the rest are in Group 3. ANOVA tests were
performed to examine whether there is a significant difference in scores between any two groups.
We found that the students in Group 1 performed significantly better than those in Group 3 on the
parallel adder module in Fall 2019 and Fall 2020, as well as the parallel counter module in Fall
2020. Significant difference is also found between Group 1 and Group 2, Group 2 and Group 3
for the parallel adder module in Fall 2019. We think the significant differences observed between
groups in the fall semesters are due to the fact that most of the students in the fall semesters are
freshmen. They are less prepared for their first computer engineering course than those who took
it in the spring semester, who are generally sophomores. This is also supported by the Pearson
correlation analysis, which shows that parallel adder module scores in the fall semesters have a
moderate positive correlation with original final course scores, where it has a weak positive
correlation in the spring semester.

When instruction was fully in-person, participation rate among the groups were at similar levels.
As we switched to half-online and then fully-online instruction, participation rate dropped in
Group 3 while increased in Group 1. Since the optional extended learning modules provided
opportunities to earn extra-credit in the course, we also examined final score increase and letter
grade improvement of participating students. Due to calculation of the extra-credit, not every
student who participated will see a score increase. Overall, 80.60% students in Fall 2019 saw a
score increase, 95.54% in Spring 2020 and 86.49% in Fall 2020. Out of those who had a score
increase, 16 students (7.96%) received a higher letter grade in Fall 2019, 55 (35.03%) in Spring
2020 and 52 (23.42%) in Fall 2020. Letter grade improvement is observed in different grade
levels, not just in the A and B ranges.

Based on wide participation in ECE 120, optional learning modules are also introduced in the
subsequent courses. In ECE 220, a module is created on LC-3 multi-tasking and it consists of a
set of slides and a video recording. Students will need to complete a timed assessment after they
went through the materials. A graded programming assignment is also available for those who are
interested to explore the topic further. In ECE 385, two modules are created: one examines the
performance of students’ implementation of Carry Look-ahead adder and Carry-select adders on
top of a standard ripple adder; another one focuses on performance analysis of a simplified LC-3
(SLC-3) CPU. These modules were deployed in ECE 220 and ECE 385 starting in Fall
2020.

For future work, we plan to use short answer surveys to collect feedback to better understand
students’ motivation in completing these optional extended learning modules and whether their



participation has led to an increased interest in PDC topics. Surveys will be specifically designed
for the introductory sequence of courses and the specialized parallel computing course.
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