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Abstract

In this evidence-based practice paper, we investigated how well freshman engineering students are able to constructively rate their peers in a team context and evaluated interventions that may help them improve their rating abilities. Teamwork is an important professional skill and can have significant benefits during a student’s academic career, and peer feedback is one mechanism to help students improve their teamwork performance. A web-based tool called CATME (Comprehensive Assessment of Team Member Effectiveness) was used to measure the effect of two different interventions on students’ ability to provide good feedback on teamwork performance to their peers: Frame-of-Reference training (FOR) and Rater Error Training (RET). This paper is meant to address how much freshman engineering students’ peer evaluation ratings of themselves and their teammates vary with and without these interventions. The effect of the interventions was analyzed using statistical analysis to identify differences in rating patterns between the three peer evaluations. The third peer evaluation was used to evaluate the longevity of the intervention effect. The results showed that the interventions did improve how students rate each other by decreasing rater variance between each peer evaluations and increasing the target variance, meaning that after the interventions the students were better able to differentiate between teammates and between the different CATME teamwork performance dimensions. The effects of the interventions did seem to persist through the third peer evaluation where no additional intervention was applied.

Introduction

Teamwork is a skill that has been integrated into many different courses in a variety of different academic disciplines. This is largely due to the importance that companies place on teamwork skills in potential new employees [1-2] as well as the incorporation of teamwork requirements for accreditation across a variety of disciplines [2-5]. Studies have also shown learning and other benefits of working in teams while in college [6-7]. However, Chen argues that many students lack these important teamwork skills when they enter the workforce [8]. Since about half of U.S. companies, [9] and 81% of Fortune 500 companies [10] have company rely heavily on team-based structures, students who are deficient in their teamwork skills are ill-equipped to function within these companies upon graduation.

Teamwork is defined as “cooperative or coordinated effort on the part of a group of persons acting together” [11]. One way to improve teamwork is to provide opportunities for behavioral peer review that is defined as an evaluation of an individual’s contribution to a work activity by their peers [12]. Peer reviews of teamwork performance provide a valuable professional skill of
evaluating other’s performance, which also helps teach students how to act within a team through a self-evaluation process [13]. Peer reviews have also been shown to improve learning outcomes in upper level education, which promotes more constructive team behaviors in future team experiences [14].

A web-based tool called CATME (Comprehensive Assessment of Team Member Effectiveness) is a tool for academic teamwork environments and was used in this paper to assist students in giving peer feedback to their team members [15]. CATME is constructed around five behavioral dimensions: Having relevant Knowledge, Skills, and Attributes (KSA’s), Contributing to the Team’s Work, Interacting with Teammates, Keeping the Team on Track and Expecting Quality [16-17]. These dimensions are defined as follows:

- Having (H) relevant KSAs refers to the base knowledge of individual team members. It means having the required skills to solve the problems at hand, or an individual being willing to learn the skills he/she lacks.
- Contributing (C) to the Team’s Work is being able to add value to your team’s work/project. It includes completing your portion of the work in a timely fashion.
- Interacting (I) with teammates refers to the various ways individuals communicate with and show respect for their teammates. Encouraging every team member to give their opinion and ensuring their voice is heard are part of this.
- Keeping (K) refers to alerting the team to conditions that could affect the team’s success.
- Expecting (E) quality is about both expressing the belief that the team can do a good job and encouraging the team to do its best.

Since each of these five dimensions is equally important to the success of the team, these form the basis for the peer reviews [16].

This paper is meant to address how much freshman engineering students’ peer evaluation ratings of themselves and their teammates vary. We then want to evaluate how specific interventions change the rating patterns of students in their peer evaluations. This work builds on the work of Ferguson et. al who employed a Frame-of-Reference (FOR) Training to their first-year engineering class and saw improvements in rating dispersion and potentially the quality of the feedback given [18]. They identified two significant and recurring problems in the peer reviews of the students in their study:

1. Students giving all team members on a CATME dimension the same rating
2. Students giving all team members the same rating across multiple dimensions.
The quality or accuracy of the ratings is quantified by evaluating the diversity of the rating across team members and across the five CATME dimensions (with more diversity being better). While it is possible that team members legitimately deserve similar ratings, this is highly unlikely [19-20] and is more probably explained by documented peer rating behaviors like the Halo Effect [21]. While Ferguson et. al did show improvement in the amount of dispersion in the peer ratings of their students, this was limited to a single institution and a single type of intervention. In this paper, two different kinds of interventions (Frame-of-Reference Training and Rater Error Training) were implemented at different points within four sections of the Introduction to Engineering course at a large public research institution. Four sections taught by a different instructor who used CATME for peer evaluations but did not implement the interventions were used as a control group. The peer reviews were analyzed and the dispersion in the ratings was calculated for each of the three peer reviews. One of the interventions preceded each peer review. The goal of this study was to:

1. Demonstrate improved peer ratings using the FOR training in a different context
2. Determine the extent of the effectiveness of the new interventions in improving the feedback students give each other
3. Examine the cumulative effects of using multiple interventions within a course and the longevity of these effects (if any).

In this paper, we will discuss our research population, the different interventions implemented, experimental procedures, analysis structure and processes, findings, and conclusions.

Research Methods

Research Population

The interventions were implemented in 4 of 32 sections of the Introduction to Engineering class at a major southwestern, public, tier 1 research institution during the Fall 2017 semester. These sections include Aerospace, Mechanical, Chemical, and Electrical Engineering students. Each section consists of approximately 40 students. While there were approximately 1,300 first year engineering students in these sections, at this particular institution, only approximately 150 students were in the treatment sections. The students in the treatment group were students that were enrolled in the sections taught by one of the investigators. An additional section (approximately 40 students), which was taught by a different instructor (not one of the investigators), was used as a control group in which no rater training was given. The demographics of the population were not included in the analysis and so no direct comparison can be made between the populations of these different sections. Due to withdraws from the course or non-participation of some students, some teams had to be removed from the analysis. This will be discussed in more detail in the Findings and Limitations sections of this paper.
Training

The FOR training was given to students during the first week of class. This was done via a set of PowerPoint slides describing the five CATME dimensions and showing examples of the rating scales used to evaluate these dimensions ranging from well below expectations (= 1) to well above expectations (= 5). Examples of behaviors that would warrant each of the rating levels were described to the students and an in-class activity was done with the students in which word descriptions of behaviors were given to students and they were asked to rate the behaviors on the five CATME dimensions scales. The FOR training was used for approximately 25 minutes of the first lab time (which is 2 hours and 50 minutes long) with other team activities and lecture topics discussed in the remainder of the class.

The Rater Error Training was done before the second peer evaluation (near the midway point of the course). This consisted of a set of PowerPoint slides that were discussed in lecture. The slides included descriptions of common rating problems including giving everyone on the team the same scores across all dimensions, giving the same teammate the same scores across all dimensions, bimodal ratings (giving one teammate all 1’s and others all 5’s), etc. This lecture also included a discussion of what information you are trying to give your teammates when rating them and how the results of the evaluations can be interpreted in order to improve team performance. General comments were also made regarding what the rating patterns looked like in the class without identifying individuals or teams that used poor rating patterns. The goal was to help students reflect on their own ratings and encourage them to improve the feedback they were giving to their teammates.

Experimental Procedure

Students were assigned into four-person teams during the first week of the Introduction to Engineering class. The CATME Team Formation survey was used to match people based on a variety of different criteria including availability, major, skills, etc. The students stayed in these teams for the entire semester as they worked through the design process on a semester-long project. During the project various team deliverables were completed and the peer evaluations were placed after some of the more intensive assignments where they would have to work together closely with their teammates.

As stated before, the FOR training was done during the first week of classes. The first peer evaluation was then given during the fifth week of the class after they had gone through the process of identifying the problem based on customer requirements. They were also reminded of the FOR training when this first peer evaluation was assigned.
The Rater Error Training was given during the 50 minute class time dedicated towards “Addressing Negative Feedback”. This lecture topic is meant to help students synthesize the feedback they were given from their customers during their proposal and help them iterate on their design. The proposal consisted of both a team oral presentation and report and constituted the largest assignments up to this point in the class and required the most team collaboration to complete as well. These assignments occur at about the halfway point of the class. The Rater Error portion of this lecture again takes about 25 minutes of the class and the peer evaluations are assigned to the students at the end of that lecture.

The final peer evaluation occurred at the end of the course. No further instruction on giving peer evaluations was given prior to the evaluation. The purpose of this evaluation, for the sake of this study, is to determine if students would revert to undesirable rating practices if no intervention was administered.

To encourage participation in these activities, points were awarded to students who completed the surveys. The total amount of points a student could earn for doing the evaluations amounted to 2% of the final grade.

The control group did the same three peer evaluations at similar times within the course. While the students in the control group did receive instruction about teamwork in general, they were not trained specifically on the CATME dimensions. The extent of the training in the control sections was limited only to the first week or two of the course.

The CATME peer reviews were completed online and the results of the reviews are given back to the students in an online form. The online feedback consists of pointers to word descriptions of behaviors similar to their own behaviors on each of the five CATME dimensions. The average ratings given to them by their teammates, along with the average team rating and their self-rating are included on the report for each dimension. No numbers are given as a part of the results in order to help maintain confidentiality of the raters. Numerical data is provided to the instructors along with written comments so that the instructor can address specific concerns with the teams offline. An example of the results the students see is shown in Figure 1. An example of the numerical data that is provided to the instructor for a single team is shown in Figure 2.
The numerical results from the ratings in the three evaluations were downloaded from the CATME program and all identifiable information was removed for analysis. It was also at this point that those who did not complete the evaluations (whether due to withdrawing from the course or non-participation) were removed from the data sets. This does limit how much information could be included in the analysis and does limit the extent of the conclusions that can be drawn from the results. This will be discussed further in the limitations section of this paper.
Analysis Structure

Mean ratings, and standard deviations were calculated for each student’s self and teammates’ ratings across the CATME dimensions and for each CATME dimension. Dispersion factors were then calculated according to Ferguson et al. [18].

Three different analysis models were employed to understand the ratings. A convergence analysis was performed to see how much the self-ratings of students corresponded to the ratings their teammates gave them. It is expected that as the students get better at rating themselves and others that the difference in the mean scores and their standard deviations would both decrease.

The second analysis model was a repeated measure ANOVA [22-23] analysis that was used to determine if the changes in mean and standard deviation were significantly different for each intervention as compared to the other interventions and the control sections.

The third analysis model is a Social Relations Model (SRM) [24] that is used to determine how rater variance and target variance changes with time. The key idea in SRM is that individual ratings can be divided into key variance components. These variance components are believed to act together to produce the rating observed in the data collected. The distinct variances are:

- the rater variance (person doing the rating)
- the target variance (person being rated)
- dyadic variance (this captures the relationship/interaction between rater and target)
- the team variance (the team in which the rater and target belong)

However, in the analysis for this paper we do not include the team variance.

The rater effect/variance measures the tendency of an individual rater to rate his/her teammates consistently. A larger rater effect points to the fact that, on average, raters tends to rate their entire team members the same way. In our case, a large rater variance is not desired in the intervention groups because it would indicate less variability in ratings. The target effect/variance measures the tendency of all team members to rate the same individual consistently. Hence, a higher target effect means that all their team members rated individuals similarly. A higher target variance with respect to the other variances shows rating that is more reliable. The dyadic (relationship) effect/variance captures the variability in a person’s ratings depending on the team member being rated. A large dyadic effect means that raters do discriminate between team members when rating and do not give all teammates the same rating. This is a good thing as that means they are treating each teammate as an individual and not just giving ratings to individuals based on an averaged team performance.

Findings
Sample results of the convergence analysis can be seen in Table 1. In this table, we are looking at the differences between how students rated themselves and how others rated them. In the control group, there was a significant difference between self and peer mean ratings in the first peer review, but not in the last peer review. This means that there was convergence in the student’s abilities to rate each other that naturally occurs without intervention throughout the semester. Convergence was also seen in the intervention group between the first and the second peer evaluations. The third evaluation showed convergence compared to the first evaluation, but there was not a significant change between the second and the third evaluation. This is encouraging since this means that the observed improvements are maintained even after the interventions are applied without additional interventions. It also means that without interventions, the students did not significantly improve their ratings (from the second to the third rating).

<table>
<thead>
<tr>
<th>Intervention Sample</th>
<th>Peer Review Time</th>
<th>Difference self to peer mean ratings</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>1</td>
<td>-0.6500</td>
<td>0.0078</td>
</tr>
<tr>
<td>Control</td>
<td>3</td>
<td>0.05444</td>
<td>0.8204</td>
</tr>
<tr>
<td>Experimental</td>
<td>1</td>
<td>-0.5711</td>
<td>0.0006</td>
</tr>
<tr>
<td>Experimental</td>
<td>2</td>
<td>-0.00303</td>
<td>0.9903</td>
</tr>
<tr>
<td>Experimental</td>
<td>3</td>
<td>-0.04428</td>
<td>0.7826</td>
</tr>
</tbody>
</table>

Sample results from the repeated measure ANOVA analysis can be seen in Table 2. This analysis shows that the dispersion values decrease significantly from peer evaluation 1 to peer evaluation 3 in both the control and in the experimental groups. This is consistent with the interpretation from Table 1. However, it can also be seen that the mean rating in the experimental groups was significantly higher (p = 0.0481) than the mean in the control group. This may indicate that the experimental group had a different perception on how to use the rating scale which may indicate the effectiveness of the FOR training.

<table>
<thead>
<tr>
<th>Intervention Sample</th>
<th>Peer Review Time</th>
<th>Intervention Sample</th>
<th>Peer Review Time</th>
<th>STDev Difference Dispersion</th>
<th>P-Value Difference Dispersion</th>
<th>Difference Mean Rating</th>
<th>P-Value Difference Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>3</td>
<td>Control</td>
<td>1</td>
<td>-0.5292</td>
<td>&lt;0.0001</td>
<td>0.1978</td>
<td>0.1377</td>
</tr>
<tr>
<td>Experimental</td>
<td>3</td>
<td>Experimental</td>
<td>1</td>
<td>-0.5196</td>
<td>0.0045</td>
<td>0.4233</td>
<td>0.0346</td>
</tr>
<tr>
<td>Experimental</td>
<td>1</td>
<td>Control</td>
<td>1</td>
<td>-0.1284</td>
<td>0.7996</td>
<td>0.1596</td>
<td>0.6887</td>
</tr>
<tr>
<td>Experimental</td>
<td>3</td>
<td>Control</td>
<td>3</td>
<td>-0.1188</td>
<td>0.8718</td>
<td>0.3852</td>
<td>0.0481</td>
</tr>
</tbody>
</table>
The results from the SRM analysis are shown in Table 3 for the experimental group and Table 4 for the control group. Due to withdraws or non-participating teammates the number of teams used in the first peer evaluation was 18 comprising of 72 individuals, the second evaluation only had 16 complete teams comprising of 64 individuals, and the third analysis included 13 teams made up of 52 individuals. The coefficients in the tables are unstandardized. The results do show that as time progressed, the rater variance declined, that is the students gave more consistent evaluations after the interventions (from 58% to 38%). It was also seen that the number of instances where a student rated everyone on their team the same across all five dimensions decreased. The target variance also increased from 15% to 30% that shows that the students did a better job differentiating across the different CATME dimensions. While promising, because so many teams had to be removed from the analysis, more work needs to be done to show that this data is representative of the entire class.

Table 3: Differences in Variance Components for Peer Ratings Across Interventions for Intervention Groups, % = Percent of Variance Component

<table>
<thead>
<tr>
<th>Variance Component</th>
<th>Internal Review 1</th>
<th>Internal Review 2</th>
<th>Internal Review 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>SE</td>
<td>%</td>
</tr>
<tr>
<td>Rater</td>
<td>0.255</td>
<td>0.056</td>
<td><strong>57.9</strong></td>
</tr>
<tr>
<td>Target</td>
<td>0.065</td>
<td>0.026</td>
<td><strong>14.7</strong></td>
</tr>
<tr>
<td>Relationship</td>
<td>0.120</td>
<td>0.021</td>
<td><strong>27.4</strong></td>
</tr>
<tr>
<td>Actor effect reliability</td>
<td>0.848</td>
<td>0.021</td>
<td>82.0</td>
</tr>
<tr>
<td>Target effect reliability</td>
<td>0.586</td>
<td>0.021</td>
<td>80.0</td>
</tr>
</tbody>
</table>

In the control group, after all of the teams were removed that had missing data due to student withdraws or students not completing the evaluation, only 5 teams consisting of 20 students were left for this analysis. This may be too few teams to accurately understand rating behavior and is something that should be addressed in future work before more conclusions can be drawn. This analysis did show an increase in the target variance and a decrease in the rater variance similar to the experimental group, but no direct comparison can be made until a larger control sample is analyzed.

Limitations

There are some important limitations of this study that must be addressed. We are currently working to obtain and analyze a larger control group to better understand the differences between the control group and the experimental group. In addition, this particular control group only did two peer evaluations that we had access to rather than the three evaluations performed in the experimental section. This was not the plan during the planning stages of this study, but this
ended up being the only control data available during analysis. As mentioned before, even though the data sets were larger for the experimental group, there were still many teams that needed to be removed for the SRM analysis. This means more work does need to be done to ensure that this sample population represents the overall class population, although there have been no identifiable differences between the teams included in the study and those that have not at this point. Finally, the extremely small sample population for the control group makes the results of the SRM analysis very questionable. A larger control sample needs to be obtained before any conclusions can be drawn between experimental and control groups based on the SRM analysis.

Table 4: Differences in Variance Components for Peer Ratings Across Interventions for Control Groups, % = Percent of Variance Component

<table>
<thead>
<tr>
<th>Variance Component</th>
<th>Control Review 1</th>
<th>Control Review 3</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate</td>
<td>SE</td>
</tr>
<tr>
<td>Rater</td>
<td>0.250</td>
<td>0.080</td>
</tr>
<tr>
<td>Target</td>
<td>0.200</td>
<td>0.128</td>
</tr>
<tr>
<td>Relationship</td>
<td>0.067</td>
<td>0.025</td>
</tr>
<tr>
<td>Actor effect reliability</td>
<td>0.909</td>
<td></td>
</tr>
<tr>
<td>Target effect reliability</td>
<td>0.889</td>
<td></td>
</tr>
</tbody>
</table>

Conclusion

Based on the analysis of first-year students’ peer and self-ratings with and without FOR and Rater Error Training (RET), the interventions do seem to have a positive effect on the way that students rate their peers. The effects do improve over time indicating that the cumulative effect of the interventions does seem to improve the ratings and that the students are able to rate more effectively even without reminders once the trainings have occurred. This analysis further demonstrates the effectiveness of these training in different contexts by showing that similar effects can be demonstrated across universities [18] (those in current literature and the one in this study). While more work needs to be done to make definitive claims of the benefits of these trainings over the control group, FOR and RET seem to be one way of effectively helping students improve the way they rate one another.
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