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Abstract - Computer programming has become increasingly important to most science and engineering disciplines. Unfortunately, introductory programming courses historically have a high failure rate. In addition, it is vital that computer programming be accessible to a broader range of students, and to provide a more diverse group of students the foundation necessary to succeed in programming.

The goal of this paper is to investigate solutions to improve the pass rate of introductory programming courses. These solutions should provide students with the foundation in the key concepts of programming that allow them to succeed in subsequent courses, should provide multiple practice opportunities to reinforce and automate skills, and should reduce cognitive load. This paper discusses several key abstractions, the mental model for each, and how the abstraction is connected to the operation of a physical computer. Examples of the exercises used to reinforce these models are discussed.

If we don’t provide a learner with an accurate mental model, they will create their own mental model, which is often inaccurate. As they learn more about the topic, their mental model will fail, and they are forced to create a new model to accommodate the new information. Students confronted with the need to rebuild their worldview of how programs work often decide, “I just can’t do this” and drop out. If, instead, students had an accurate mental model from the outset, they could more easily assimilate new information and ideas and extend the existing model. Because the new information would still fit with their existing mental model there is less frustration, less mental effort on the part of the learner and fewer barriers to continuing to study programming.

To provide introductory programming students with a sound foundation, we focus on providing accurate mental models for the basic abstractions of programming: variables, conditionals, loops, and function calls. Early in the introductory class, we introduce the concept of the fetch-decode-execute cycle to connect at a high level the operation of the CPU and program counter to the code. Each model is a given a direct connection to the deterministic nature and actual operation of a computer and to the machine code generated by source code. We couple this focus with multiple skill-building exercises on the abstractions.

For each key abstraction a simplified, but accurate, mental model is provided to the learner which must be simple enough for an introductory student to understand, while being accurate enough to allow the student to assimilate new information into the model as they expand their understanding of programming. To help students understand the mental model, skill-building exercises are done in class to reinforce the concepts and to provide skill automation that reduces the overall cognitive load required to program. Reducing cognitive load is vital to being an effective programmer as programming complexity increases. By automating performance of certain operations through repeated practice, the student can limit expending cognitive resources on those operations and can focus on learning new concepts or extending old concepts in new ways.

AUDIENCE AND GOALS

The goal of this paper is to introduce a new approach to teaching introductory programming courses which will be useful to those who teach introductory college programming courses, as well as to those who are designing and implementing secondary school curricula to prepare students for college engineering.

To help give students a solid foundation we must provide accurate, if simplified, mental models to students of how the key abstractions of programming work, so that learners will be able to extend their programming abilities without having the cognitive load of unlearning incorrect mental models they have created themselves. In addition, we must give them practice using these mental models to reduce the cognitive load when the students are called on to use them later in their studies.

Learners who are not provided a mental model will create their own mental model, which is often inaccurate. As they learn more about the topic their model will fail, and they are forced to create a new model or revise the existing one to accommodate the new information, which becomes increasingly difficult as their mental model differs more and more from the actual mental model. If they had been given an accurate mental model in the first place, they could assimilate new information as it came to light without recreating the mental model, which requires less mental effort on the part of the learner. This in turn creates less stress for students and less frustration that they just “don’t get it and aren’t cut out to be programmers.”

To provide a sound foundation of understanding for the students in our introductory programming courses, we have added a focus on providing mental models for the basic abstractions of programming and repetitive practice with these models. Each model is also given a direct connection to
the deterministic nature of a computer and to the machine code generated by source code. The example basic abstractions discussed in this paper are: conditionals, loops, variable scope and function calls.

**PREVIOUS WORK AND THEORETICAL BASIS**

Wulf looked at constructive pedagogical approaches to teaching programming [1]. He feels that by leveraging such approaches “resulting courses are accessible to a wider range of students and incorporate active learning.” While I agree that such approaches have merit, I am cautious about focusing on the “higher cognitive levels of Bloom’s taxonomy.” I think we should first ensure we have built a solid base from which to proceed.

In Krathwhol’s revision of Bloom’s taxonomy, he discusses all the levels [2]. The higher levels, where learners analyze and evaluate, are built on the previous levels. Wulf seeks to reach these higher levels. Reaching these levels are long-term goals for our students, but they cannot attain them without progressing through Bloom’s lower levels of remembering and comprehending. This is not straightforward in introductory programming, which requires the understanding of many complex and interlineated concepts to create even a simple program and for which many introductory students have no previous experience whatsoever.

Bloom himself suggested that each discipline should create its own taxonomy. “Ideally each major field should have its own taxonomy in its own language - more detailed, closer to the special language and thinking of its experts, reflecting its own appropriate sub-divisions and levels of education, with possible new categories, combinations of categories and omitting categories as appropriate.”[3] Based on this we should look to create our own version of the taxonomy. Before we look to improve our student’s abilities to analyze and create we must provide effective ways for them to remember and comprehend the world of programming and computing.

Mordechai Ben-Ari suggested that constructivism could serve as a solid approach to teaching computer programming [4]. He pointed out that this was a more active approach that required instructors to be aware not just of the content being delivered, but also of the current knowledge that learners would use to build new understanding.

Specifically, he suggested that, “A (beginning) CS student has no effective model of a computer.” I agree with this assertion. He was specifically referring to the “object first” approach to programming, and thought that a model of a computer must be taught for students to be successful. He felt this was not compatible with an “object first” approach to teaching programming.

As he suggests, a model of the computer is vital and should be provided. I would go a step further and say that a model should be provided for all approaches, object first or not. It is vital that introductory learners have a viable model for all the key abstractions of programming, such as conditionals, loops and functions. It is irrelevant whether this is an object-oriented approach or not.

While I agree with the basic idea, Ben-Ari falls short by not discussing the general nature of the model or an example of a model. The model should be accurate enough to be extended later and simple enough for students to comprehend at their current level of understanding. The next section will discuss the basis for these requirements. Later in the paper, several mental models are provided of both the basic function of a computer and of some of the key abstractions: conditionals, loops and functions.

The reason that these abstractions must provide a clear and effective model is that students no longer have a basis to understand them. When Dykstra wrote his then famous letter to the editor: “go to statement considered harmful” [5], and introduced the term structured programming, everyone understood the issue he was trying to overcome. The overuse of go-to statements had created unmanageable, difficult to decipher code.

The creation of conditionals, loops and functions were very effective at abstracting away the use of go-to statements. So much so the people today are often unaware of how the code they write works. Understanding these key abstractions has become arbitrary and therefore difficult. We must include clear effective models for students with these key abstractions to provide the needed foundation to comprehend how these key abstractions work in a program running on a computer.

The educational psychologist Piaget theorized that there were two main avenues for people learning new information to update their schema: assimilation and accommodation [6]. When learning via assimilation the learner adds new information to an existing mental schema, because their underlying theory of how something works is accurate enough to allow simply updating their model to include the new information. In contrast, during accommodation a learner must revise or replace their underlying theory. While both methods are vital to be a successful learner, accommodation is more difficult for learners [7].

When people learn programming for the first-time they must create an entirely new schema for the world of programming, if one is not given to them. This can be a massive undertaking. It can lead to using accommodation (model replacement) more often than they are otherwise accustomed to, as they must continuously replace their model of how programming works when new facts invalidate a previous schema. This can be very frustrating and confusing for students. Therefore, our approach involves providing students with accurate, if simplified, schema from the beginning.

Donald Norman discussed this idea in terms of mental models [8]. Users of software have a mental model about how a system works. This model is the user’s internal idea about how the machine operates, and it allows the user to interact with the system effectively. In his words: “These models need not be technically accurate but they must be functional.”
Norman’s point was that when using a system, you need to understand more than just the visible parts to use it. Often at least some understanding of how the machine does its job is vital both to learning how to use it and to using it effectively [8].

While some students who are introduced to programming create models that are both effective and accurate enough to be extended, many create models that are not. A key part of an introductory programming course should be to provide extendible accurate mental models. Norman refers to these models provided to the user as a conceptual model [9].

With this conceptual model as a starting point, students will develop and evolve their own version which Norman calls a mental model [9]. We also incorporate Norman’s idea of explaining what is happening inside the machine in these mental models. The remainder of this paper will give several examples of creating such models.

INTRODUCTION OF SIMPLIFIED, ACCURATE, EXTENDABLE MENTAL MODELS

For each key abstraction, a simplified, but accurate, model is provided for the learner. The mental model must be simple enough for an introductory student to understand, while being accurate enough to allow the student to assimilate new information into the model as they expand their understanding of programming, without the need to create a new mental model. To help students understand and internalize these mental models, repetitive exercises have been developed to solidify their understanding of them and to reduce the future cognitive load when the student must use it in more complicated problems in the future.

This remainder of this paper discusses several key abstractions, the mental model provided for the abstraction using the fetch-decode-execute cycle, and its connection to the operation of a physical computer.

FETCH DECODE EXECUTE CYCLE

To establish a basis for these mental models the concept of the fetch-decode-execute cycle is introduced early in the introductory programming class. The fetch-decode-execute cycle is connected to the operation of the CPU and the program counter. This is key to making the mental model connect with the actual operation of the machine.

Before this idea can be introduced, however, a learner must be aware of the build process. To effectively explain the fetch-decode-execute cycle, the process of loading the executable into RAM is discussed. This allows a clear discussion of the process of executing a specific instruction.

At this point we can introduce our first mental model. In it we provide a simplified model of a computer, including only RAM and the CPU with only a few registers. This simplified model can be seen in figure 1. This model is not intended to be complete but rather complete enough to provide a basis for other concepts. This includes both related concepts like conditionals and a more complex model of the CPU’s operation.

At the same time, we introduce a simplified instruction set. Each instruction has three parts: the instruction followed by operand one and operand two. The instruction set and the parts of an instruction are shown in figure 2.

The simplified instruction set provides only the ability to perform simple mathematical operations. Each instruction is comprised of an opcode and two operands. The goal is not to provide a complete model of how a CPU operates but instead provide a functional model that is extendable. The model should provide enough information to allow the learner to understand the basic operation but not so much that they are overwhelmed at their current level of understanding.

To help students retain this model, simple exercises are provided that require students to load a simple program and show the changes to the registers in several sequences of the fetch-decode-execute cycle. This model emphasizes several key concepts to the learner, (a) the connection source code has with instructions, (b) the sequential nature of all programs, and (c) the importance of the program counter to the execution of a program. Examples of these exercises are included in the addendum to this paper.

Supporting future learning by allowing us to extend our understanding from previous knowledge is a key advantage to accurate mental models. As we will see in later examples, understanding the role of the program counter is essential to understanding conditionals, loops and functions.
CONDITIONALS

Flow control in a program was originally done by conditional jumps in the program. Most modern languages have abstracted this away to remove the need for most jumps in source code (together with the confusion and spaghetti code that jumps created). However, jumps still occur in the machine code generated by the source code.

Today most learners are merely taught that the code block after a conditional is skipped if the Boolean expression associated with the conditional is false. Often students will create their own mental models of how this happens on the machine. Their model is often inaccurate and will need revision (accommodation) later in their development as a programmer. Instead of forcing students to make their own model, it is far better to give them a more accurate model. We therefore build on our previous example of the simplified CPU and connect the concept of a conditional to the program counter.

The following is the description of a simplified mental model provided for the learner, with diagrams to help clarify it. Visual learners especially might find that diagrams are invaluable to understanding the mental model.

A program is really a long list of machine instructions that reside in memory. One by one the instructions are fetched, decoded, and executed by the CPU. The program counter provides the location of the next instruction to fetch. Conditionals work by altering the program counter to skip one or more instructions. Changes to the program counter are done by machine instructions called jumps. While often referred to as branching, decisions are made by some form of jumping over a block of instructions by altering the program counter.

If the Boolean expression of a conditional is true, then the program counter merely increments as it normally does, increasing by one memory address at a time, as seen in Figure 3. In the figure, the instruction Action represents a generic instruction whose specific effects are not material other than they do not alter the program counter. The first instruction inside the conditional code block is fetched.

If, however, the Boolean expression of a conditional is false, then the program counter is changed to the first instruction after the conditional code block. This alters the normal sequential nature of the change to the program counter, and the instructions within the code block associated with the conditional are skipped or “jumped” over as shown in Figure 4.

If, however, the Boolean expression of a conditional is false, then the program counter is changed to the first instruction after the conditional code block. This alters the normal sequential nature of the change to the program counter, and the instructions within the code block associated with the conditional are skipped or “jumped” over as shown in Figure 4.

Just like conditionals, loops in a program were originally done by conditional jumps. Most modern languages abstract this away, much in the same way they do with conditionals. Most learners are merely taught that the code block of a loop is repeated if the Boolean expression associated with it is true, without being given a model for how it works within the machine.

The previous model introduced for conditionals can also be used for the mental model of loops. This allows learners to leverage the previous understanding and reinforce the idea of the program counter and how the machine operates. The chief difference between the model for a conditional and that of a loop is that for a loop the program counter will often be set to a previous instruction. Figure 5 shows the operation of a pretest loop when the expression is true and the loop continues.
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Figure 6 shows the operation of a pretest loop when the expression is false and the loop exits.

Table: Pretest Loop Exits with False Expression

<table>
<thead>
<tr>
<th>Instruction</th>
<th>CPU Program Counter Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td></td>
</tr>
<tr>
<td>51</td>
<td></td>
</tr>
<tr>
<td>52</td>
<td></td>
</tr>
<tr>
<td>53</td>
<td></td>
</tr>
<tr>
<td>54</td>
<td></td>
</tr>
<tr>
<td>56</td>
<td></td>
</tr>
</tbody>
</table>

The conditional jump at instruction 51 is done since the expression is false. The program counter to address 55 and this exits the loop.

Again, we connect the changes in the program flow to the changes that occur to the program counter. This gives us another opportunity to connect the source code with the way the machine code operates on a physical machine. This repetition of the same underlying concept in a later lesson also provides spacing between these learning experiences, which will improve students’ retention of the concept [10].

**Variable Scope’s Connection to Conditionals**

Block variable scope related to the body of a conditional or loop is often a subtle and difficult concept for new programmers. Because the reason for this scope is often difficult to connect to the students’ previous knowledge. This can be ameliorated if students have a firm understanding of how conditionals work at the machine level.

Variables defined within a conditional block are only in scope inside the block. It will be much easier to explain why this is the case using the previous mental model for conditionals. By injecting a hypothetical variable declaration in the conditional block, the uncertainty of whether the variable was declared or not can be clearly demonstrated. If the conditional expression is true, the code after the conditional block could see it as a valid variable. If it was false, however, this code would be skipped, and the instruction declaring it would be skipped. There is no way for the later instruction to create the declared variable, therefore any variable declared within the body of a conditional or loop can only be valid inside that code block.

**Function Calls**

Another important concept introduced in introductory programming classes is the ability to create and use callable units (functions or methods). This idea is often misunderstood by the novice programmer, who then often creates inaccurate and difficult to understand mental models of the process happening when a function is called.

While this model requires more information than the ones previously presented, it still connects to them. Prior to explaining how a function is called, the idea of a stack and stack frame must be explained. Again, the goal of this is to provide only the information needed to understand the process of calling a function, not a full explanation of the stack.

To that end a stack frame is described as a block of data that contains (a) the memory location of the instructions of the function and (b) the local variables of the function. It should be made clear to the students that this is a simplification of a stack frame.

The idea of the program stack and its key functions should also be introduced. These functions include: keeping track of the current function that is executing, restoring the current instruction when you return to it, and passing information from one callable unit to another in the form of arguments and return values.

Now we can provide a simplified model of a stack to students, followed by the basic mental model of the program stack as shown in Figure 7.

The bottom item in the stack is always the main function. If the main function calls a function, a stack frame for that function is pushed onto the stack, and the address of the first instruction for that function is placed in the program counter. The main method waits for the called function to complete its job and give it the information it was designed to calculate (return value). In some cases, the function has no information to return, but it has a side effect (for example: print something). When a function completes its last instruction, the stack frame associated with that function call is popped off the program stack. The address of the instruction after the instruction that called this function is put in the program counter.

This model must be supported with a visual representation to be effective. Figure 8 below provides a simple set of functions that can be used to demonstrate the operation of the program stack.
This mental model required the most additional information but it is also vital to a learner’s understanding of how a program runs on a machine. It also supports other key concepts such as local variable scope and the processing cost of function calls. While at this early stage they may not fully understand this model, it provides an important foundation without which they will struggle as they continue to extend their understanding of programming.

The student’s comprehension of this model can be reinforced by exercises like the previous example. Given a set of methods they are asked to show the changes to the program stack and program counter.

Figure 9 below shows both the changes to the program stack and the changes to the program counter based on the methods in Figure 8. Example exercises are in the addendum to this paper.

Figure 9
Changes to the Program Stack and Program Counter based on Methods of Figure 7

Use of the Models in Practice
These mental models and others have been introduced and used in the CS0 class at Everett Community College for the past two years. Currently there is only anecdotal evidence to indicate they are effective, but they appear to have been useful in helping students be successful in the introductory and subsequent courses.

The course that first uses this approach is the prerequisite for CS 1 Java and CS 1 C++. Instructors for both courses felt that students who had been exposed to this approach in the previous quarter were more successful.

The CS 1 C++ instructor stated: “My CS 1 C++ classes in the winter quarter had a majority of students who had taken the CS 0 course using this method during the fall quarter. I noticed a night and day difference with these students in comparison to my previous students. The two areas that stood out with these students, was that they were competent with the basics of programming, but more importantly they were comfortable and confident with programming. This comfort level with programming freed them to continue to explore and grow in programming abilities”.

The author of this paper was instructor for two CS 1 Java sections. I also noticed a difference in ability between students from the CS 0 course using this approach and students from different CS 0 sections that did not use this approach. The students exposed to this approach had a very clear understanding of the basic concepts of conditionals, loops and functions. Many of the students from the other groups that did not use this approach struggled to keep up with the pace of CS1 and in general did not perform as well.

There are many differences in the approaches used in teaching the two groups of students. The instructor, the depth of coverage and the specific material covered could all be contributing factors to the difference in performance. Specific data would need to be measured to make a true comparison.

Summary
The key to a mental model being effective is that it is accurate enough that later information can be integrated into it without extensive replacement or modifications to the underlying model. However, it must also be simple enough that it does not introduce excessive cognitive load that overwheels the learner. Lack of simplicity would make it difficult for learners to understand the material and would be an impediment to them learning the original concept. This approach has been effective when used in introductory programming courses and is based on the concept of mental models developed by Donald Norman and of schemas developed by Piaget.

To avoid students creating their own inaccurate mental models we provide them with accurate, sometimes simplified, models. These mental models also demonstrate the connection between source code and the actions of the machine, a step often omitted in introductory programming courses. At the same time, these models clarify specific concepts that have been abstracted away in modern programming languages. Conditionals, loops and function calls are all accomplished at the machine level by changes to the program counter. By demonstrating this in a clear but simple model, a solid foundation is provided from which students can extend their understanding. This eliminates the confusion, effort and need for unlearning that is created by incorrect mental models.

While CPU architectures may change, the advantage of the models described here is that they functionally model the operation of a Turing machine. As Norman states “Models need not be technically accurate but they must be functional.” They should be an effective starting point for learners for the foreseeable future.

Further investigation of the long-term impact of effective mental models would be useful in future research. While the short-term impact may be significant, the impact over several courses may be even more substantial and impact retention of computer science and engineering students.
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