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Is Natural Language Processing Effective in Education Research? 

A case study in student perceptions of TA support 
 

 
Abstract  

Natural language processing (NLP) techniques are widely used in linguistic analysis and have 

shown promising results in areas such as text summarization, text classification, autocorrection, 

chatbot conversation management, and many other applications. In education, NLP has primarily 

been applied to automated essay or open-ended question grading, semantic evaluation of student 

work, or the generation of feedback for intelligent tutoring-based student interaction. However, 

what is notably missing from NLP work to date is a robust automated framework for accurately 

analyzing text-based educational survey data. To address this gap, this case study uses NLP 

models to generate codes for thematic analysis of student needs for teaching assistant (TA) 

support and then compares code assignments for NLP vs. those assigned by an expert researcher.  

 

Student responses to short answer questions regarding preferences for TA support were collected 

from an instructional support survey conducted in a broad range of electrical, computer, and 

mechanical engineering courses between 2016-2021 in engineering (N>1400) at a large public 

research institution. The resulting dataset was randomly split into training (60%), validation 

(20%), and test set (20%).  A popular NLP topic modeling approach (Latent Dirichlet 

Allocation—LDA) was applied to the training dataset, which determined the optimal number of 

topics of code represented in the dataset to be four. These four topics were labeled as: (1) 

examples, where students expressed a need for TAs to illustrate additional problem-solving and 

applied content in engineering courses; (2) questions and answers, where students desired more 

opportunities to pose questions to TAs and obtain timely answers to those questions; (3) office 

hours, encompassing additional availability outside of formally scheduled class times; and (4) 

lab support. For the testing and validation datasets, an experienced researcher then used these 

four labels as codes to identify the ground truth for each student's response. Ground truth was 

then compared to NLP model predictions to gauge the accuracy of the model. For the validation 

dataset, the accuracy with which NLP identified each response as containing or not containing 

each code ranged from 79.4% to 91.1%, while for the testing dataset, such accuracies ranged 

from 81.1 to 92.2%.  The codes identified by NLP were then combined into themes by a human 

researcher, resulting in three themes (problem-solving, interactions, and active/experiential 

learning). Conclusions reached regarding the three themes were identical whether the NLP codes 

or (human) researcher codes were used for data interpretation.  

  

Short-answer questions, despite their value in providing deeper insight into the student 

experience, are infrequently used in educational research because the resulting data often 

requires prohibitive human resources to analyze. This study has demonstrated, in a case study of 

student preferences for TA support, the value of NLP in understanding large numbers of textual, 

short-answer responses from students. The fact that NLP models can deliver the same bottom 

line in minutes compared to the hours that traditional thematic analysis methods consume is 

promising for expanding the use of more nuanced, richer text-based data in survey-based 

education research. 

 

  



Introduction 

Natural language processing (NLP) is an interdisciplinary field that bridges concepts in 

linguistics, computer science, and artificial intelligence.  NLP uses computers to preprocess, 

analyze, and interpret large amounts of natural language data (whether spoken or written) and is 

a growing field of study that aims to achieve human-like language processing for a wide range of 

tasks in an equally broad range of disciplines [1]. 

 

Among the disciplines that have benefitted from advances in NLP is education.  NLP has been 

applied broadly in education spanning from education research to classroom teaching.  NLP has 

been used to assess and classify student learning, to develop tools to assist in student learning, to 

analyze feedback from students and about students, and to understand feedback from teachers. 

Multiple approaches have been applied in these areas of education, some of which require the 

intervention of a human expert (human-in-the-loop, NLP-in-the-loop, human-as-expert) and 

some of which operate largely independent of a human expert (NLP-as-expert).   

 

Regardless of how NLP has been integrated into teaching and research in education, it has almost 

universally been applied to substantial amounts of text-based data that would traditionally be 

analyzed using qualitative rather than quantitative techniques.  Among those techniques, 

thematic analysis remains one of the most common techniques to understand and interpret such 

data and involves identifying and interpreting patterns of meaning within qualitative data that 

typically answer “how” or “why” questions regarding the data.  In education, thematic analysis 

produces themes or codes that allow a deeper and richer understanding of teaching, student 

learning, or student experience. Thematic analysis provides insight into patterns and processes of 

behavior that are difficult if not impossible to gain using traditional quantitative methods of 

research [2].   

 

Consistent with a great deal of qualitative research in education, this study uses thematic analysis 

to understand feedback from students regarding instructional (TA) support.  It does so using NLP 

in conjunction with the assistance of a human expert (i.e., human-in-the-loop) to understand 

themes regarding what students want from TAs in engineering education settings.    

 

Prior Use of NLP in Education  

The use of NLP in education has been significant, particularly in the assessment and 

classification of student learning. Assessment involves determining the quality and level of 

student learning, while classification aims to comprehend student learning without evaluating it. 

Automated assessment is an attractive solution for large student populations, and one of the most 

common applications of NLP in education is the assessment of student writing in the Test of 

English as a Foreign Language (TOEFL) [3]. NLP is used to evaluate grammar, mechanics, word 

usage, complexity, style, and organization of student essays. NLP-based assessments have 

demonstrated remarkable agreement with teacher grades, ranging from 70% to 90%, when 

combined with neural networks [4]. In terms of vocabulary, NLP assessment tools have 

accounted for 44% of the variation in vocabulary knowledge among college students [5]. This 

success has led to the development of Automated Essay Grading (AEG) or scoring (AES) 

systems, some of which have been tailored to engineering education and are especially helpful 

for (English as a second language students) ESL students [6], [7]. 



While using NLP in assessment has valuable implications to substantially reducing grading 

overhead for teachers, it can also support teachers by breaking down or classifying what students 

are learning. For instance, NLP has been used to categorize student responses to a physics 

measurement problem by assigning student responses into one of three conceptual categories, 

with the same level of agreement as a human coder [8]. However, NLP was not able to perform 

finer classifications using subcodes employed by human graders [8]. In engineering, NLP has 

been applied to classify documents produced by student design teams, to predict the success of 

these teams, and to analyze student writing across various disciplines [9], [10], [11]. These 

efforts reinforce the notion that NLP is not only useful in producing a numerical or quantitative 

judgement of student work (i.e., a grade) but can also assist teachers in understanding differences 

among students and their learning. 

Differences in students, however, are not limited to their written work nor is the relevance of 

NLP to education limited to the analysis of student work. NLP has also been successfully applied 

to the analysis of textual data provided by students (e.g., responses to open-ended questions on 

course surveys) to provide rich insight into differences in motivation [12], [13], identity [14], 

goals [15], and persistence [16].  In addition, NLP has been applied to sentiment analysis in 

education, especially to understand student emotions regarding their educational experiences. 

NLP approaches to sentiment analysis have achieved high accuracy levels, ranging from 75% to 

99% when compared to traditional human approaches [17],[18]. More recently, sentiment 

analysis has been applied to a finer grained analysis of sentiment detecting tones of joy fear, 

sadness, anger, analytic, confident, and tentative in student generated stories of their lived 

experiences [19].  Student sentiment in feedback regarding their educational experiences is 

important, but it alone does not provide sufficient information to act on that feedback. To 

facilitate improvements in the educational experience, more information is needed, and NLP may 

play a more nuanced role in automating or augmenting such analysis by identifying codes or 

themes in thematic analysis of textual data [20], [21].   

Approaches to the Use of NLP in Education Research 

The application of NLP to education can be broken down by its function broadly into four main 

categories: (a) human-as-expert approaches which compare the results of NLP-based machine 

learning to a human researcher, presumed to be an expert; (b) NLP-as-expert studies which 

assume that results of the automated classification of text-based data are of value in and of 

themselves without the intervention or approval of a human expert; (c) NLP-in-the-loop studies 

that are based on traditional methods of qualitative analysis but employ NLP at some point in the 

process to increase speed and efficiency of analyses; and (d) human-in-the-loop studies that 

begin with NLP as expert but recruit a human researcher at some point in the analysis of data to 

augment the capabilities of NLP.   

 

Human-as-expert studies assume that the human is the most accurate among human and artificial 

intelligence approaches to analyzing qualitative data. For example, when NLP is used to evaluate 

writing in high stakes tests such as the GRE and TOEFL [3], the educational testing service 

acknowledges that the NLP rater/evaluator “…doesn’t have the ability to read so it can’t evaluate 

essays the same way that human raters do.” [3]. Instead, when NLP-generated scores are used to 

augment or complement human-generated scores, both measurement and reliability improve.  



Thus, the human remains the expert on what constitutes a high quality vs. low quality essay, but 

NLP enhances the human’s ability to be the expert.    

 

In contrast, in lower stakes tests such as practice tests for the GRE and TOEFL, the NLP-based 

e-rater engine directly provides a score for a student’s essay, considering features associated with 

grammar, usage, mechanics, style and organization, and development [3]. In this NLP-as-expert 

approach, NLP is solely responsible for scoring student essays and providing diagnostic 

feedback regarding writing quality. In many education research studies, the goal is also to make 

the NLP engine the expert at analyzing student and teacher data. Typically, these studies report 

the accuracy of the NLP approach compared to the human approach for a subset of the data or 

with the goal of relegating NLP to analysis of a much larger, future set of data. For example, 

Verleger et al. [9] reported accuracies of 60%-85% for NLP compared to traditional, human-

based evaluation of student problem solving for open-ended engineering problems according to 

an 11-dimension grading rubric. The study was motivated by a need to automate the process of 

intelligently assigning peer reviewers to student teams in large classes.  Similarly, another study 

[4] identified 70%-90% agreement between teachers’ grades and grades generated by automated 

essay grading tools as a means to “…considerable reduction in essay grading costs.” [4].   

 

While in NLP-as-expert approaches, NLP is intended to be used as the sole assessor or classifier 

of text-based data, NLP-in-the-loop approaches retain the human element alongside the NLP 

algorithm. For example, Stratton et al, 2017 [15] used NLP to generate summaries of students’ 

reflections collected across an entire semester. These summaries were then graded/assessed by 

human graders and used to quantitatively analyze how such reflection related to achievement 

goals. In another example of NLP-in-the-loop, Zhang et al. [22] used NLP to identify bias, 

unseen relationships, and missed coding opportunities among teachers’ responses regarding 

questions related to the digital divide. The authors first used traditional methods of qualitative 

analysis to arrive at a set of thematic codes, then they used NLP techniques to cluster the survey 

responses and examined the semantic content captured by these techniques. They compared the 

themes resulting from the traditional approach to those arrived at through NLP to identify 

incongruities associated with errors and inconsistencies among human coders.    

 

Our study focuses primarily on the fourth broad category of using NLP in education -- human-in-

the-loop. This approach leverages the strengths of both NLP and human expertise in qualitative 

data analysis for overall improvements in results. The human expert provides a critical 

evaluation of the results generated by NLP, and the insights and judgments they provide are 

incorporated into the analysis to improve its accuracy and reliability. For example, Katz et al. 

[20] used NLP in the first stage of analyzing open-ended survey questions such as “What your 

[course] instructor have done differently in the online transition to help you learn?” to understand 

engineering student experiences during the COVID-19 pandemic.  NLP was used to identify the 

major categories of words (i.e., topics) and then expert researchers converted those codes into 

themes for thematic analysis and interpretation of the qualitative data. Using this approach, the 

development of codes or themes was reduced from four to five hours per question using 

traditional approaches to under one hour for the NLP-assisted (human-in-the-loop) approach.  

Another study involving open-ended responses from teachers regarding their strategies to 

support student retention used a similar human-in-the-loop approach. Analysis began with topic 

modelling using NLP and the generation of dendograms which visually indicated relationships 



between topics. Both of these tools were then used by expert researchers to aggregate NLP 

generated codes into themes for thematic analysis of teachers’ responses [21].    

 

The success of human-in-the-loop approaches to more complex, multi-topic analysis of open-

ended responses from students and teachers prompted their use in this study. Like many other 

studies, our work relies on thematic analysis to facilitate effective use of NLP in the processing 

of qualitative, text-based feedback from students. Unlike many previous studies, however, we 

apply NLP at a broader scope. Instead of asking students to reflect retroactively on their 

experiences in a particular course, we open the door wider, asking them to identify anything at 

all a TA could do to better support their learning.     

 

Methods 

This study is part of a larger, single-institution research project, which used a survey to 

investigate the connections between different forms of support (from faculty, TAs, and peers) 

and various dimensions of course-level engagement (including attention, participation, effort, 

and emotional engagement) in multiple learning contexts. The survey also included several short 

answer questions, one of which is analyzed in this study: “What one action can your TAs at <this 

institution> take to best support you in your classes (please be as specific as possible)?" 

Addressing this question using qualitative thematic analysis and NLP led to three research 

questions: 

 

Educational Research Question (RQ1):  

What do students most want from TAs to support their learning? 

This question was analyzed using both traditional thematic analysis of student responses and 

using NLP-based thematic analysis.   The comparison of NLP and traditional methods led to two 

additional research questions: 

 

Methodology Research Question (RQ2): 

How well does NLP Coding agree with Traditional (Human) Coding? 

  

Methodology Research Question (RQ3): 

Does NLP generate different conclusions than Traditional (Human) Coding? 

 

Participants 

This study recruited 1,454 undergraduates from primarily electrical and mechanical engineering 

majors between the fall of 2016 and the spring of 2021. Some students were taking courses in a 

traditional setting prior to the COVID-19 pandemic; other students were enrolled in emergency 

remote teaching (ERT) courses which were held remotely during the pandemic [23], [24]. The 

majority of students in this study (N = 1,071, 73.7%) were male and either Asian (N = 623, 

42.8%) or White (N = 574, 39.5%). Most participants were US citizens or permanent residents 

(N = 1,229, 84.5%). Participant demographics are summarized in Table 1.  

 

Procedures 

This study was approved by the institutional review board (IRB) with the approval number 

STUDY00000378. The study recruited undergraduate students from various courses relevant to 

this research, but the researchers did not engage directly with the students. Participation in the 



study was voluntary, and students were informed that their survey responses would be kept 

confidential. Incentives in the form of extra credit were offered to students in several courses. 

The survey was administered electronically (online) in most courses but participants in one 

course completed paper copies of the survey.   

 

Table 1. Demographics of study population (N = 1,454) 
Demographic Variable N % N % N % 

Gender All Students Traditional Setting ERT Setting 

   Male 1071 73.7% 318 73.4% 753 73.75% 

   Female 369 25.4% 112 25.8% 257 25.1% 

   Other 10 0.69% 3 0.69% 7 0.68% 

Race All Students Traditional Setting ERT Setting 

   Asian 623 42.8% 153 35.3% 470 46.0% 

   White 574 39.5% 204 47.1% 370 36.2% 

   Black 31 2.13% 10 2.3% 21 2.05% 

   Other* 199 13.7% 61 14.0% 139 13.6% 

U.S. Status All Students Traditional Setting ERT Setting 

   Domestic 1229 84.5% 376 86.8% 853 83.5% 

   International 217 14.9% 57 13.1% 160 15.6% 

Percentages (of all respondents) may not add to 100% due to non-responses. 

*Other:  includes more than one (mixed) race, Native American, and Pacific Islander 

 

Data Analysis 

To preprocess the data, we used libraries including pandas, numpy, and sklearn in the Jupyter 

Notebook Python software. Figure 1 presents the approach for analyzing textual data obtained 

from short answer questions on TA support in the survey conducted for this study. Each step in 

the analysis is described in further detail, next. 

 

 
Figure 1: Data Analysis Approach 

 



Qualitative Data Filtering:  Of 1,586 original participants in this study, 132 either didn't respond 

to the TA support question, had no suggestions (e.g., “I don’t know”; “Nothing really”), or stated 

that they had no contact with their TAs.  After these non-responses were deleted from the dataset 

to ensure the quality and relevance of the data for use in the topic modeling process, a total of 

1,454 responses remained for our analysis.   The resulting qualitative dataset is a solid corpus of 

data that is properly formatted and structured to support topic modeling for identifying patterns 

and generating insights into the research questions at hand.  

 

Data Preprocessing:  The word counts for the student responses to the short answer question 

were analyzed before and after preprocessing. Before preprocessing, the median word count was 

14.0, and the maximum word count was 280. To further reduce the noise in the qualitative data, 

repeated words, punctuation, stop words (e.g., a, is, the), verbs deemed irrelevant by the domain 

expertise of the researchers (e.g., provide, make, get, hold, set), and words common across topics 

and responses (e.g., TAs) were eliminated using automated text cleaning techniques [25]. Data 

preprocessing also included converting all responses to lowercase.  After preprocessing, the 

median word count was 6.0, and the maximum word count was 107. The data was then split into 

three sets: training (60%), validation (20%), and testing (20%).  The resulting unstructured data 

sets were then transformed into structured data sets using the Count Vectorizer in the Python 

programming language [26] which converts text into vectors based on the frequency count of 

each word. Such vectorization is necessary to overcome the challenges posed by the unstructured 

and high-dimensional nature of the raw textual data.  

 

Data Processing: The training data were used to initially optimize the number of topics 

emerging from the data (based on the words students used in their responses). The performance 

of the resulting topic model and hyperparameters were then optimized using the unseen data in 

the validation set. Once the model was optimized in training and validation, the accuracy and 

overall performance of the resulting topic model created by NLP was assessed using the unseen 

data in the testing set.  Selecting the optimal number of topics to represent the training dataset 

was done using the elbow method.  Student responses were then clustered into those topics using 

a form the Latent Dirchlet Algorithm or LDA (Figure 2).   

 
Figure 2: Data Processing 



The elbow method involves applying k-means clustering to the pre-processed data for different 

values of k, starting from 1 and ending at a preset maximum value.  In this study, k = 7 was 

chosen as a reasonable endpoint.  For each k, the within-cluster sum of squared errors (SSE) is 

calculated and plotted in a scatter plot. The optimal number of topics is determined as the value 

of k at which the SSE value starts to decrease at an angle that resembles an elbow [27]. The 

optimal number of topics for the training dataset in this analysis was determined to be k = 4 

(Figure 3). Once the optimal number of topics was determined, the data were processed using 

topic modeling, a machine learning technique that uses statistical models to extract hidden topics 

from textual data. Since the topics are not know in advance, this approach is considered 

unsupervised. In this study, one of the most popular and widely used topic modeling techniques, 

Latent Dirichlet Allocation (LDA) was applied to the data. LDA is a generative statistical model 

that represents a textual dataset as a combination of different topics, each defined by a unique set 

of words [28]. 

 

 
Figure 3: Determining the Optimal Number of Topics in NLP Topic Modelling 

 

LDA can capture the underlying topics present in a corpus of text, even if different words with 

similar meanings are used to express those topics [28]. Mathematically, documents (i.e., student 

responses) are represented as a probability distribution over latent topics, while topics are 

represented as a probability distribution over words [29]. LDA generates both clusters of words 

and clusters of documents that are differentiated by their underlying topics.  

 

Code Identification: The NLP topic modeling technique generates topics from the data by 

identifying the top word distributions based on their probability of occurrence in the text. These 

topics are represented as a collection of words with high probability of occurring together and 

are typically used to summarize the content of the text data. However, these topics are not 

necessarily grounded or contextualized in any theoretical framework. Thus, at this stage in the 

data analysis, a human researcher transforms the topics into themes that are appropriately 

grounded in teaching and learning theory.  Theme identification involves first naming the topic 

(code) embodied by each collection of words assembled by LDA and then converting these 

topics/codes into themes. This process enhances the interpretability and usability of the topics 

generated by NLP-based topic modeling technique. 

 



Data Coding:  After codes were identified, all data (i.e., student responses) were labelled using 

automatic coding and manual coding. Automated coding allows the NLP algorithm to identify 

the code associated with each response using the topic model generated during data processing. 

This process requires no human intervention. Manual coding is a process where a human expert, 

in this case the researcher, uses these codes to label the students’ responses. The human coder 

may apply more than one code to a student response, but the automated NLP-based technique 

only allows for one code per student response, Automated codes are then compared to manually 

assigned codes to determine for each topic/theme and classified as follows: 

• True positives: indicate the number of times the automated coding and the corresponding 

manual coding agreed on the code assigned to a given response. 

• True negatives:  indicate the number of times the automated coding and the corresponding 

manual coding agreed that a given response did not belong to a particular code. 

• False positives:  indicate the number of times the automated coding assigned a code to a 

given response that was not assigned by the corresponding manual coding. 

• False negatives:  indicate the number of times the manual coding assigned a code to a given 

response that was not assigned by the corresponding automated coding. 

These four metrics are used to answer our second research question and to assess the accuracy 

and usefulness of the NLP approach in processing and interpreting the data.    

 

Apply codes to Research Questions: Finally, codes are converted to themes and the frequency of 

themes identified by manual coding are ranked and used to answer the first research question 

(RQ1) regarding the types of TA support that students prefer.  To answer the last research 

question (RQ3), the process is repeated for the automated codes and conclusions generated by 

RQ1 and RQ3 compared to understand if, at the bottom line, the automated (NLP) approach 

reaches the same conclusions as the traditional (manual coding) approach.    

 

Results  

Four topics (codes) emerged from LDA topic modeling in our study sample:  examples, office 

hours, questions and answers, and lab support.  The most frequent words associated with each of 

these topics are summarized in Table 2.  Two topics related to communications between students 

and TAs expressed in terms of out-of-class office hours (topic 2) and availability for questions 

and answers (topic 3).  Both of these topics were identified as relevant to a theme of interactions 

between instructors and students which have been identified as one of the most if not the most 

influential contributor to satisfaction with college [30].   

Table 2. Topics and Themes representing Student Responses regarding TA Support 

Most Frequently Occurring Words associated with Each Topic 

Topic 1 Topic 2 Topic 3 Topic 4 

problems, quiz, lecture, 

work, examples, 

homework, time, 

practice, clear, example 

hours, office, available, 

time, times, hour, 

feedback, zoom, many, 

assignments 

questions, answer, ask, 

discussion, emails, 

available, question, 

email, answering, online 

lab, labs, extra, 

explain, things, time, 

online, especially, 

people, giving 

Topic 1 Label: 

Examples 

Topic Label 2: 

Office Hours 

Topic Label 3: 

Questions and Answers 

Topic Label 4: 

Lab Support 

Theme 1: 

Engineering 

(Problem solving) 

Theme 2: 

Interactions 1 

(Office hours) 

Theme 3: 

Interactions 2 

(Q&A) 

Theme 4: 

Active Learning 

(Experiential) 



While the importance of interactions between students and instructors is a critical element of 

undergraduate education that is common to all fields and disciplines, the remaining two topics 

that emerged from topic modelling were more specific to engineering.  Topic 1 emphasized 

student preferences for more problem-solving time and practice with TAs. This relates directly to 

the theme of problem-solving which is highlighted by the ABET (accreditation board for 

engineering and technology) student outcome #1: 

 

“an ability to identify, formulate, and solve complex engineering problems by applying 

principles of engineering, science, and mathematics.” [31] 

 

Topic 4 focused on students’ need for TAs to provide effective laboratory support.  Effective 

teaching through the lab experience is a theme related to active learning in engineering 

education.  The experiential activities provided by engineering labs are critical to the transfer of 

learning from the classroom to the real-world.  

 

Agreement (and disagreement) between automated NLP-based coding of student responses and 

manual (human) coding of these responses according to the topics and themes in Table 2 are 

presented in Table 3 for data seen during the development of the NLP model (i.e., the training 

set) and data not seen during model development (i.e., validation, and testing datasets). Two 

metrics, true positives, and true negatives, were used to describe agreement between the two 

coding methods and two metrics, false positives, and false negatives, were used to describe 

disagreement between them.   

Table 3. Consistency between NLP and Human-Coding 

(All values are given in Percentages of Responses) 
Training Data Results 

Topics True Positives True Negatives False Positives False Negatives Accuracy 

Examples 29.7 49.6 9.53 11.1 79.3 

Office Hours 13.5 71.1 5.97 9.42 84.6 

Q&A 21.9 64.4 4.13 9.53 86.3 

Lab Support 8.84 80.6 6.32 4.25 89.4 

Validation Data Results 

Topics True Positives True Negatives False Positives False Negatives Accuracy 

Examples 26.8 52.6 8.59 12.0 79.4 

Office Hours 17.5 68.7 7.22 6.53 86.2 

Q&A 25.4 63.6 3.78 7.22 89.0 

Lab Support 5.84 85.2 4.81 4.12 91.1 

Testing Data Results 

Topics True Positives True Negatives False Positives False Negatives Accuracy 

Examples 28.5 52.6 10.7 8.25 81.1 

Office Hours 15.8 70.1 4.12 9.97 85.9 

Q&A 26.1 61.9 3.78 8.25 88.0 

Lab Support 6.19 85.9 4.81 3.09 92.2 

 

The NLP model found it most difficult to classify student responses regarding examples, with 

only 79.3%, 79.4%, and 81.1% accurately classified for training, validation, and testing datasets 

respectively.  In contrast, student responses that related to lab support were accurately classified 

the most often with rates of 89.4%, 91.1%, and 92.2% for training, validation, and testing data 



respectively.  Surprisingly, the accuracy rates (true positives + true negatives) for all four topics 

emerged as worst among data in the training set with only 79.3%, 84.6%, 86.3%, and 89.4% of 

student responses classified accurately for examples, office hours, Q&A, and lab support 

respectively.   

 

Among student responses, both coding methods identified the topic of examples (corresponding 

to the theme of problem solving) as the most frequent form of instructional support that students 

desired from TAs. Across training, validation, and testing datasets, between 35.4% and 40.9% of 

student responses were coded into this category.  Similarly, both (automatic and manual) coding 

methods identified the topic of lab support (corresponding to a theme of active learning) as the 

least frequent form of instructional support that students desired from TAs.  Between 9.28% and 

15.4% of students (dependent on dataset and coding method) indicated that lab support was 

where they needed TAs to support them most. Both themes of interactions (1 and 2) ranked in 

between themes of problem solving and active learning in terms of how frequent students 

expressed these themes in their preferences for TA support. A detailed summary of which 

student responses were categorized into what codes and themes is provided in Table 4.   

Table 4. Automatic Coding (NLP) vs Manual Coding 
Training Data Results 

Theme  Problem-Solving Interactions 1 Interactions 2 Active Learning 

Automatic Coding (NLP) 38.90% 25.90% 19.80% 15.40% 

Assisted Manual Coding 40.90% 31.50% 23.00% 13.10% 

Validation Data Results 

Theme Problem-Solving Interactions 1 Interactions 2 Active Learning 

Automatic Coding (NLP) 35.40% 29.20% 24.70% 10.70% 

Assisted Manual Coding 38.80% 32.70% 24.10% 9.97% 

Testing Data Results 

Theme Problem-Solving Interactions 1 Interactions 2 Active Learning 

Automatic Coding (NLP) 36.80% 25.80% 34.40% 9.28% 

Assisted Manual Coding 39.20% 19.90% 29.90% 11.00% 

Overall Data Set 

Theme Problem-Solving Interactions 1 Interactions 2 Active Learning 

Automatic Coding (NLP) 37.78% 26.54% 23.70% 13.24% 

Assisted Manual Coding 40.14% 29.42% 24.60% 12.05% 

     

Overall, the results indicate that the automated coding methods based on NLP topic models 

returned the same conclusions as did traditional, manual coding methods. And further, the 

model’s performance on the test and validation data is consistent with the results from the 

training data indicating that the topic model is neither overfitted or too general.  

 

Discussion 

This research aimed to examine the use of Natural Language Processing (NLP) in the analysis of 

student opinions and feedback on instructional support and more specifically, what students 

desired from TAs to support their learning. A human-in-the-loop approach was used, which 

leveraged both NLP and human expertise in qualitative data analysis.  The study yielded 

definitive and promising answers to all three research questions. 

 



Educational Research Question (RQ1) 

What do students most want from TAs to support their learning?  

Both the NLP topic modeling algorithm and traditional thematic analysis of the textual data in 

this study indicated that engineering students in the context of this single institution primarily 

want additional support with their coursework from TAs through practice in problem-solving.  

Students expressed this theme in the context of quizzes, homeworks, and other assignments; they 

wanted TAs to provide more problem-solving practice across the board.  The prevalence of this 

theme in student preferences is consistent with student learning outcomes expected for 

accreditation in engineering programs but is not a generalized priority in higher education.   

 

NLP also discovered that interactions between students and instructors (including TAs) are a 

high priority for the engineering students in our study; this is consistent with all of higher 

education which has demonstrated ample evidence that interactions with faculty/instructors have 

a profound impact on college satisfaction [30].  Students in engineering are no exception to the 

importance of instructor interactions and they expressed this in their preferences for TA support 

with moderate frequency in terms of both office hours (topic 2) and question and answer 

opportunities (topic 3). Somewhat surprisingly, though, a lower proportion of students prioritized 

lab support in their expectations of TAs.   Considering the importance of the laboratory in 

learning transfer and experiential learning in education, we expected that more student 

preferences would reflect greater support in this area of their education. Whether this result is a 

function of the population studied or is more generalizable remains a question to be explored in 

future work.  Nevertheless, these findings highlight the importance of TAs in the learning 

process of students, and the need for institutions to invest in TA training programs and support 

services. Providing TAs with the resources and support they need to effectively meet the diverse 

needs of students can help improve students' academic outcomes and support their overall 

success. This and similar studies provide important evidence regarding what the priority areas 

should be for enhancing TA support for engineering students.    

 

Methodology Research Question (RQ2) 

In this case study, how well does NLP Coding agree with Traditional (Human) Coding?  

The study evaluated the validity of using NLP to classify/code the frequency of student 

responses with regard to their preferences for instructional support. Classification accuracy 

ranged from 79% to 92%, well above what would have been expected by chance. Thus, the 

results of this study add to the growing body of evidence supporting NLP as an effective 

application of machine learning to qualitative data analysis in education research.    

 

Methodology Research Question (RQ3) 

In this case study, does NLP generate a different conclusion than Traditional (Human) Coding? 

Overall, our results indicate the same conclusions from NLP (automated) coding of qualitative 

data compared to traditional (manual) coding (Table 4) in terms of ranking themes in student 

preferences for TA support.  This result further supports the use of NLP in engineering education 

research.   

 

Limitations 

This study is limited by potential biases introduced by human annotators during pre-processing 

and its narrow focus on a single US research institution. The results from the first research 



question (RQ1) may not apply to other institutions. The racial composition was also not 

representative of the overall engineering enrollment in the US, with Asian American students 

overrepresented (43.6% vs. 15.1% nationally) [32] and Black students underrepresented (2.17% 

vs. 4.80% nationally) [32]. The courses studied were limited to two engineering disciplines with 

low representation of women students, but the percentage of women in the sample (25.4%) 

slightly exceeded the national average (23.6%) for bachelor's degrees in engineering [32]. The 

themes of TA support are likely to be present in other engineering student populations, but their 

priority may differ. The use of NLP in thematic analysis in this study, combined with human 

input, may or may not produce similar results if applied to a different student population. 

However, the third research question (RQ3) found that the conclusions from both NLP and 

human thematic analysis were the same, indicating that NLP can effectively and accurately 

reduce human resources needed for qualitative research and data analysis.  

Implications 

As our research team and other teams invested in engineering education research continue to 

explore and optimize the role that NLP can play in qualitative data analyses, the potential for 

initiating qualitative research and integrating it into existing quantitative research designs to gain 

deeper and broader insight into important research questions is significant. NLP not only offers a 

way to reduce the human resources required for qualitative data analysis, but it can also be used 

to reveal bias in "expert" human coding. Although NLP approaches are intrinsically biased, they 

are not typically not biased in the same way as human coders.  

 

In this study, for instance, topic modeling was used to understand student responses to questions 

regarding TA support. Inherently, this biased the themes and conclusions of the study to the 

words that students used in their responses.  In contrast, sentiment analysis would influence these 

themes and conclusions based on the emotions reflected in student responses. But, neither topic 

modeling nor sentiment analysis would, in principle, be significantly biased toward language 

usage styles favored by specific races, genders, socioeconomic groups, etc. Human coders, on 

the other hand, are vulnerable to such biases in the use of language as well as biases introduced 

by the theoretical perspective, they employ to frame research designs.  

 

Conclusions 

This paper has presented a qualitative data analysis case study using NLP for engineering 

education research. The study compares qualitative thematic analysis methods with human-in-

the-loop NLP methods. NLP-based methods identified four main topics/codes in student 

responses regarding preferred TA support: examples, office hours, questions and answers, and 

laboratory support, which an "expert" human coder converted into three themes: problem-

solving, interactions (1 and 2), and active learning. It is important to note that these findings are 

contextual and situational and may not necessarily generalize to all engineering students. We 

found that traditional and NLP-based methods agree (accuracy) at rates between 79.3% and 

92.2% across the four codes (and three themes) associated with this analysis. Most importantly, 

traditional thematic analysis and NLP-based (human-in-the-loop) analysis reached the same 

conclusions about engineering student TA support. The most frequent theme in the responses of 

students was for TAs to provide them with high quality problem-solving support.  Second and 

third ranked topics were related to a theme of interactions between students and TAs; many 

students ranked it their top priority for TAs to offer opportunities to be available for questions, 



answers, and discussion. And, although reported less frequently, some students thought it most 

important for TAs to fully support their laboratory or active/experiential learning in their 

engineering courses.  

 

This start-to-finish analysis of text-based data from open-ended survey questions added to 

existing evidence that NLP can be a powerful tool for qualitative analysis and research in 

education. Future research should optimize NLP use in qualitative analyses and demonstrate its 

efficacy in further expanding qualitative research capacity in engineering education research.  

Future research will also explore code and theme frequency by gender, race, and ethnicity and 

also explore error rates among those different groups.  
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