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Abstract

Increasingly powerful, yet low-cost computing and sensing devices are now available for use in student designs and embedded mechatronic systems. The Microsoft Kinect, for example, though initially developed as a gaming device, provides rich sensing possibilities, with camera and depth images, again at remarkably low cost. However, the sophistication of such devices often requires a high degree of programming ability in order to exploit their evident capabilities. This paper describes progress on a National Science Foundation and MathWorks sponsored project aimed at making these devices more accessible to student users through the use of Automatic Code Generation techniques. Specifically, the paper describes a new toolbox that has been developed which allows students to perform their designs from within the Matlab / Simulink environment, and then to implement these designs directly on a hardware platform coupled to the Kinect system. Students develop their designs using interconnected Simulink blocks and subsystems, and the ‘build’ process automatically cross-compiles and downloads the model to the target for execution. External mode capability can be used to monitor the target hardware as it executes in real time, enabling the user to tune model parameters and log data while their application is running. An example showing how the Kinect can be integrated into a higher level system design is shown as an example.

1. Introduction

Advances in low-cost, high-capability computing and sensing devices offer new opportunities for teaching, particularly in the field of mechatronics, image or signal processing and control. The use of embedded devices in the robotics area for example has been shown to increase student motivation and learning [1-3]. The LEGO MindStorms NXT, in particular, has received much interest and attention with new tools and applications in many STEM areas, [4-6]. Similar hardware advances are also resulting in the increased availability of low-cost sensing devices, including gyroscopes, accelerometers, and cameras, [7-9]. The recent introduction of the MicroSoft Kinect, takes this development one step further by providing a combined camera and depth image within a single low-cost package. Though intended primarily for the entertainment market, the Kinect has excited considerable interest, particularly within the robotics community, for its sensing potential. Early applications are largely focused on a stationary sensor detecting and/or tracking object motion in 3 dimensions, and include articulated skeleton tracking for improved human control of robots, hand gesture recognition, and 3D virtual environment construction. Recent publications include [10-12].
In all of these reports, however, it appears that the robot control and Kinect image processing algorithms have been coded in C, no doubt because the open source drivers that are available define C language interfaces. However, this presents a considerable barrier for the introduction of the Kinect in many signal processing, image processing, and control courses, since the de-facto language in many engineering colleges has moved from C to the MATLAB / Simulink environment. Furthermore, the need to resolve low-level programming details, such as fixed point arithmetic or overflow, distracts students from the higher-level pedagogical goals related to the signal processing or control algorithm. An alternative approach is for students to perform their system designs in the preferred MATLAB / Simulink environment, and then use Simulink’s ‘Automatic Code Generation’ or ‘Rapid Prototyping’ capability to translate these designs into real-time executable code. The aim of this paper is to show how the Kinect device can be incorporated into high-level Simulink designs, streaming parallel camera and depth images into the user’s Simulink model. The images are then readily manipulated within Simulink in order to achieve a much more sophisticated signal processing or control design than was previously possible in a classroom environment. In particular, the paper describes a new ‘VU-Kinect’ block which makes Kinect depth and camera images easily accessible to users in the Simulink environment. It should be noted, however, that since the start of this project, other similar Simulink-based solutions have also become available, [13-15]. The specific ‘VU-Kinect’ block described in the paper should therefore be regarded as one instantiation of several recent developments which enable the excitement and interactivity of the Kinect device to be brought into the classroom.

The paper is organized as follows. An overview of the hardware and software design trade space is presented in section 2, including the specific architecture used for the present research. The VU-Kinect block, which provides the interface from the Kinect device to Simulink, is discussed in detail in section 3. An object detection example is presented in section 4 and used to demonstrate the utility of the Kinect device and the VU-Kinect block. Finally, brief conclusions and plans for future work are discussed in section 5.

2. Kinect Hardware, Software, and High-Level Design Alternatives

The Kinect™ device is a peripheral sensor system designed to operate as a motion capture and control input with the Microsoft® Xbox® gaming console. The device has a variety of sensors, including: a video camera, an Infra-Red camera, 4 microphones and a 3-axis accelerometer. The depth sensor works by use of light coding. The device projects a static, pseudorandom and known IR pattern from the IR projector. The device also has an IR camera that detects the return of this IR pattern from the environment. The Kinect™ then compares the IR pattern received to the known pattern that was transmitted and constructs a depth scene [16]. The Kinect™ also contains a variety of processor chips and controllers. The most relevant of these for the current effort is the PrimeSense image processor which preprocesses the 2 camera outputs prior to transmission over the USB interface. This report focuses on the integration of the video and IR (depth) cameras in the Simulink® environment. For the current research, this integration is enabled by the libfreenect open-source driver made available on the OpenKinect.org site. This driver provides a simple C interface to the Kinect™ device and makes the video and depth streams available through an API. Additional drivers are available, including one developed by PrimeSense called OpenNI and a recently released driver from Microsoft®. The PrimeSense
drivers offer a C++ oriented abstraction library for depth cameras which, while interesting in its own right, makes it less appropriate for interfacing with Simulink®. The Microsoft® driver was not available at the start of this project, and is intended for Windows-based platforms. The ultimate intention of this project is to use a Linux-based embedded target as the host platform, so the libfreenect API was chosen as the basis for the project.

While the libfreenect API provides an invaluable interface to the capabilities of the Kinect™, it is important to consider the environment in which it will be used. Advances in sensing technology are matched, if not outpaced, by advances in low-cost computational hardware. The increase in computational power is strongly correlated to programming complexity, and this has motivated a move away from low-level programming in assembly language or even C, towards higher level programming tools and environments. To varying degrees, these tools allow users first to simulate their designs, then implement them on target hardware (using automatic code generation), and finally to tune system parameters while the code is actually running in real time. Specifically, these tools include Microsoft® Robotics Studio (MSRS), LabView from National Instruments, and MATLAB® / Simulink® from the Mathworks. The MATLAB® / Simulink® environment is arguably the most pervasive within industry and the STEM community, is already tightly integrated into the research activities and educational curriculum at Villanova University and other institutions. Simulink® was therefore chosen as the design environment for the project, and the task was then to develop a seamless bridge between the libfreenect API and the user-friendly, block-oriented Simulink® environment.

Figure 1. The Microsoft® Kinect™

3. The VU-Kinect Block

The Villanova University Real Time Kinect block (VU-Kinect) provides a high-level interface to the Kinect™ hardware for Simulink® users, as well as the low-level back-end code necessary to interface to the Freenect API. From a user perspective, the VU-Kinect block appears within the Simulink® block library browser as shown in Fig. 2, and users simply drag and drop the block into their design in order to access the Kinect™ camera and depth images. The block outputs four 480 x 640 pixel streaming signals: one each for red, blue and green from the Kinect™ video camera (hereafter referred to as the combined RGB signal) and one for the depth camera. The RGB signals are unsigned 8-bit integers and the depth signal is an unsigned 16-bit integer. The Kinect video camera has multiple resolution settings which stream at corresponding frame rates. For this research the standard resolution, streaming at approximately 30 frames per second (fps), was implemented. The block can operate in ‘Simulation mode’ where the user model runs on the host system on a free-wheeling time base, or the design can be transformed automatically into a real time target-system executable operating on a fixed time base. The target system can either be the host machine itself, or some other Linux-based target device such as the Beagleboard or Pandaboard [17].
The details pertaining to real-time embedded applications are worthy of some comment, particularly since a common end application is for autonomous navigation of mobile robots. The process is illustrated in Fig. 3. The start point is a user design in the form of a Simulink® model. When the user initiates a ‘build’ command, the Real Time Workshop automatically generates the corresponding C code, as well as a ‘makefile’ which defines how to compile this code into a real-time executable. The VU-Kinect block provides the custom code necessary to interface to the Freenect API. Other Linux target specific code may be required depending on the desired destination hardware platform. The combined code is then automatically compiled and linked into an executable which is either run on the host machine if this is the chosen ‘target’, or downloaded and run on some other target platform. As shown in Fig. 3, it is also possible to include code for ‘External Mode’ communications which enable the user to interact with the target during runtime, (as indicated by the dotted line in the figure). This feature is very useful for tuning model parameters during execution and for streaming data back to image viewers in the original Simulink® model to enable the user to monitor the real-time output of the VU-Kinect block or any subsequent transformations of the image stream.

**Figure 2.** The VU-Kinect Block

**Figure 3.** The Rapid Prototyping Process
4. An Object Detection Example

In order to demonstrate the utility of the VU-Kinect Simulink® block and the value of an integrated 3-dimensional video camera solution, a simple object detection demonstration is presented. The objective is to highlight issues with standard image-based object detection techniques and demonstrate the value of augmenting the object detection process with depth information. For the purpose of the demonstration, the VU-Kinect Simulink® block is used in a model with several standard Simulink® Video and Image Processing Blockset™. In the demonstration, a person wearing a shirt with a large (and obnoxious!) print pattern is in the foreground KinectTM field of view (FOV) with another person in the background. The example demonstrates the inability of standard edge detection techniques, applied to the RGB video, to correctly identify the persons as unique objects. However, by combining the information for the depth camera with the RGB video, the persons can clearly be identified.

The experiment was conducted using MATLAB® version R2010a and Simulink® 7.5 on a standard Linux desktop platform (ie, no special computing environment was required). The Video and Image Processing Blockset™, (now called the Computer Vision Blockset™), was used for processing and viewing the video signals generated by the VU-Kinect block. The use of this toolbox is not technically required, but provides a great deal of useful functionality and demonstrates how powerful applications can be constructed with relative ease. The example application, shown in Fig. 4, makes particular use of the Edge Detection block. The application processes the image and displays four different videos for comparison:

1. the raw RGB video image
2. the raw depth output
3. the output of edge detection on the RGB, overlaid on the RGB video
4. the output of edge detection on the depth image, overlaid on the RGB video.

The model starts with the VU-Kinect block in the top left corner. The RGB signals are immediately converted from RGB colorspace into a grayscale intensity signal and then fed into

![Figure 4. Simulink® Model for Object Detection](image-url)
the Edge Detection block. For this example, the Edge Detection block is implemented with the default Sobel edge detection algorithm which approximates the gradient of the RGB image intensity at each pixel and uses this gradient to estimate where edge are in the image [18]. The output of the Edge Detection block is a binary image with white pixels where edges have been detected and black pixels elsewhere. A gain is applied to this binary signal so that it has the same range as the 8-bit raw RGB video signal. The raw RGB video signal and the binary Edge Detection output are then passed to the Compositing block which overlays the edges on top of the raw RGB video.

An identical process is used for the depth signal with one critical exception. Before the depth signal can be used in conjunction with the RGB signal, the signal (image) must be registered with the RGB signal (image). Since the RGB and depth images come from separate cameras mounted on the Kinect™ sensor, there is an inherent misalignment in the outputs. The registration / alignment of the depth image with the RGB image is a fundamental step in the model and involves the geometric transformation of the coordinate system of the depth camera into the coordinate system of the RGB camera. The specific parameters used for this transformation were developed using the MATLAB® Control Point Selection Tool, which is part of the Image Processing Toolbox™. The tool allows the user to select corresponding points in 2 images and then automatically generates the required transformation to register one image with other.

To demonstrate the importance of the image registration process, the images in Fig. 5 show the unregistered depth image and the registered depth, respectively, overlaid on the RGB video. The image on the left clearly shows the misalignment of the two images prior to registration. Of particular note are the gray 'shadows' around all of the objects on the desk. Once the geometric transformation has been applied, the gray objects in the depth overlay are very closely aligned (registered) with their corresponding objects in the RGB image underneath. This registration process is critical for any applications that intend to make use of both video and depth data.

Once the depth image has been successfully registered to the RGB image, it is converted to unsigned 8-bit integers, and the image is then ready for Edge Detection and Compositing using a process identical to that described above for the RGB image stream.

![Figure 5. Comparison of Unregistered and Registered Depth Images](image-url)

**Figure 5.** Comparison of Unregistered and Registered Depth Images
4.1 Results & Discussion

Using the model described above, the following results were obtained. The images in Fig. 6
show the raw RGB video output and the registered depth output, respectively. There are clearly
two persons in the Kinect™ FOV, overlapping in the plane of the camera, but separated in
distance from the camera. By comparison it is easy to observe the limitations in the range
resolution of the depth camera. While the main features in the FOV are detected, many of the
objects clearly visible in the RGB image are not easily detectable in the depth image (e.g. the
phone on the wall).

![Figure 6. Kinect™ Color Video and Depth Images](image)

The image in Fig. 7 shows the edges detected in the RGB image by the Edge Detection block,
overlaid on the RGB image. The Edge Detection block correctly identifies all of the major
features in the FOV: e.g. both persons, the chair on the right, the window and cabinets, etc.
However, the block also detects many 'objects' that are not unique objects: e.g. the pineapples
and lettering on the shirts of the persons in the image. In addition, there is not clear distinction
between the two people in the image (e.g. around their shoulders). From an object detection
perspective this would create issues for tracking objects in the FOV, as well as performing other
image processing applications.

By using the registered depth image, in conjunction with the RGB image, it is more obvious
which edges define unique objects and which do not: The image in Fig. 8 shows the edges
detected in the depth image, overlaid on the RGB image. Note that the main features, namely
the two persons, are now uniquely and individually defined by their outlines. Of course, the
limitation in range resolution does cause the edges detected to be relatively jagged, as compared
to the RGB-generated edges. The best processing path forward would depend on the specific
application being developed. For the purpose of this example, it is sufficient to demonstrate the
differences between the two images.
The intention of the model and examples discussed above is to demonstrate the value of integrating the Kinect™ sensor into the MATLAB® and Simulink® software environment. The VU-Kinect S-Function and Simulink® block allow the Kinect™ sensor data, RGB and depth, to be manipulated and processed by the various tools available in the Simulink® blocksets, as well as by custom developed Embedded MATLAB® Functions. Due to the relatively low cost of the Kinect™ sensor, as compared to other video and depth sensing solutions of comparable resolution, and the availability of drivers and MATLAB® and Simulink® functions and blocks, this development opens the door for many areas of research and development.
5. Conclusions

The VU-Kinect block helps realize the potential of the Kinect™ sensor in teaching and research by providing a seamless pathway from high-level Simulink designs to the low-level libfreenect device drivers. In particular, the block provides access to the RGB video and depth images streaming from the device at a 30 frames per second rate. As illustrated in the simple example, it is then possible to draw upon the existing and extensive library of Simulink image and signal processing blocks in order to construct sophisticated applications without needing to program in C, or to engage in low-level programming. These benefits make the exciting capabilities of the Kinect™ much more accessible for non-computer specialists, opening new avenues for teaching and research in signal or image processing, autonomous systems and robotics, and control. Ongoing work is now focused on exploring these opportunities, initially through senior design projects, but with the intention of incorporating the Kinect™ within the experiments of the regular taught curriculum.
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