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Masked Language Modeling for Predicting Missing Words in Damaged Ancient 
Greek Texts 

Abstract: 

The ancient Greek texts are valuable for understanding and learning about the history, culture, 
and nuances of ancient Greek life. The texts come in many forms, including papyri, fragments of 
pottery, etc. Due to the nature of these materials and degradation over time, some of these texts 
are missing words, and even entire phrases. This makes it difficult for historians to interpret the 
texts. The data for this project was collected from the Perseus Collection and the 1KGreek 
collection, which contains 250,000 unique sentences of ancient Greek literature. The dataset was 
preprocessed using the import classical language toolkit (CLTK) and sentences were normalized 
for better encodings. After the encoding was done all our data was split by sentences and then 
they were fed into a Distil Bert masked language model. The word piece tokenizer for this model 
was trained using a vocabulary list of 35,000 words. By using the DistilBert transformer model 
we were able to train a masked language model based on words to achieve a Hit@5 of 34 
percent, Hit@10 of 35 percent, Hit@100 of 36 percent, and a perplexity of 1.04. This model can 
be a valuable aid for the historians' workflow in deciphering damaged ancient texts. 

  

Introduction: 

         When understanding the life and culture of an ancient civilization, its texts can be an 
useful resource. More specifically, when talking about Ancient Greece many pieces of literature 
have been damaged/fragmented over time. This is a challenge for historians as they rely on 
educated guesses as to what the author may have meant in certain texts. 

         Assael et. al [1] did a deep dive into this topic using their groundbreaking work on 
‘Ithaca’: a character-masked language model. Where their work is a great step into breaking 
down ancient Greek texts the goal of our project is to see if a word-level language model, using  
transformer [2] based models, can achieve decent results for this problem. Our goal is to achieve 
maximum performance using words to see how well the model can do when certain words are 
absent. This achievement would allow researchers the ability to further decode damaged texts 
even when a majority of the context is missing. In essence, if successful, we will be able to 
predict text in cases where parts of the whole sentence are missing. 

Methodology: 

         Preprocessing: 

         The texts for this project were gathered from the Perseus and 1kgreek corpora. These 
texts once gathered were split by sentences. Once the process of splitting each text by sentence 
was complete. We further preprocessed the text. First, the text was cleared of accents and 
standardized to the lowercase letters using the classical language toolkit (CLTK) Python library 
[3]. Then the given sentences were filtered out for punctuation, as some texts had ample 



punctuation, while others did not. Once all of this was done the CLTK library was used once 
more to filter out all English and Latin words within the Greek texts to make sure we had only 
Greek sentences. There is English and Latin footnote,subtitles, and contextual statements for 
understanding the basis of the texts. This process left us with 2.5 million Greek sentences. 

         Models: 

After this was done, we created a word piece tokenizer the standard Bidirectional Encoder from 
Transformers (BERT) tokenizer [4]. The tokenizer was created using a vocabulary list of 35,000 
words. Once this tokenizer was done training on our dataset it was then time for us to encode our 
2.5 million examples using the tokenizer and split our dataset into a training set of 85 percent and 
a test set of 15 percent. Once this was done, we masked 15 percent of the training data to 
understand 1 word per sentence in the testing dataset. This decision was made to test whether the 
model can accurately determine missing words based on a single missing word. Once, the 
masking of the encoding was done it was fed through a DistilBERT model [5]. 

Experimentation: 

   Table 1: Paramters for running Disil BERT Model 

Learning Rate  0.00005 

Max Embedding Length 128 

Epochs 10 

Hidden Layer Size 768 

Number of Attention Heads  12 

Number of Hidden Layers 6 

 This model used the AdamW [6] as the optimizer and the model was developed using 
PyTorch [7]. The model was evaluated using Mean Reciprocal Rank (MRR) using the Hit@5 for 
the correct word appearing in the top 5 and Hit@10 meaning the correct word appears in the top 
10. The model was also evaluated using perplexity to determine how well the model predicted 
examples. 

 

 



 

Results: 

 Table 2: Results for Disil BERT Model  

Hit@5 34 % 

Hit@10 35% 

perplexity 1.04 

Discussion: 

We found that the model is predicting the correct word in the top 5, 34 percent of the 
time, which is decent when considering the limited amount of sentences the model was trained 
on Greek BERT model [8], which was trained on modern day Greek was trained on 10 million 
articles. Based on scale our results was around 500MB and the Greek BERT model contained 
29GB of data. The same can be said for our results at Hit@10.  

Our results show that by only using words we can get a concrete understanding of the 
Ancient Greek language. This model also shows us that using the distilBERT framework alone 
can provide good word-level accuracy without the use of character-level modeling. 

Conclusion: 

 In conclusion, this model shows good results, while also holding promise for future 
improvements. The next step for our research is to get feedback from historians on how useful 
the model is and how we can improve the output to be more useful to them. Limited data is a 
issue within multiple ancient languages due to texts being damaged through age, lost, or based 
on reliability of word of mouth.  Another path for future research includes using such models in 
other ancient languages with limited data availability. 
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