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MCS1: A MATLAB Programming Concept Inventory for Assessing
First-Year Engineering Courses

Abstract

This complete research paper discusses the development of a new MATLAB-specific concept
inventory, called MCS1, for assessing foundational computer science concepts as well as the
preliminary data analysis from a pilot test of MCS1. Concept inventories are typically
multiple-choice assessments for evaluating student understanding of specific concepts and are
used across various STEM fields. Few computer science concept inventories have been developed
due to a unique set of challenges such as computer science’s heavy reliance on syntax and
notation. Though other computer science concept inventories exist, they are largely
language-independent which has been shown to favor high-performing students. As a result, the
First-Year Engineering (FYE) program at The Ohio State University does not have many tools to
assess student comprehension of MATLAB programming skills, teaching methods, or course
curricula. MCS1 is a replication of a previously validated language-independent concept
inventory for foundational computer science, called SCS1, developed by Parker et. al.
Think-aloud interviews were conducted to determine if revisions were necessary before giving the
assessment to current FYE students. Preliminary validation has focused on comparing the new
MCS1 to the existing SCS1 through a point biserial correlation test but has found a statistically
significant difference between MCS1 and SCS1 scores. This indicates that MCS1 cannot be
validated against SCS1 and an independent validation study for MCS1 is necessary.

Introduction

A concept inventory is “an outline of core knowledge and concepts for a given field and a
collection of multiple-choice questions that are designed to probe student understanding of these
fundamental concepts” [1]. The first and most famous concept inventory, called the Force
Concept Inventory (FCI), was developed as a diagnostic test for force concepts in physics and was
published by Hestenes et. al in 1992 [2]. As the use of concept inventories grew in popularity due
to the success of FCI [3, 4], more assessments were developed in areas such as physics,
chemistry, astronomy, geoscience, and others [5]. Concept inventories are often given before and
after instruction (referred to as the ’pre-test’ and ’post-test’ in the literature) [4]. This
demonstrates the use of concept inventories as effective assessment tools. Faculty can gain insight
into student understanding and develop teaching and assessment techniques [6].

In 2011, Allison Tew and Mark Guzdial developed the Foundational Computer Science 1 (FCS1)
concept inventory for evaluating student understanding of basic programming knowledge [7].
FCS1 was a landmark concept inventory in computer science since so few had been developed
[8]. Then, in 2016, Parker et. al replicated FCS1 to create the Second Computer Science 1 (SCS1)
assessment. Parker et. al argued that creating more concept inventories allows instructors to better



assess their students’ understanding and reduces the saturation (the availability of the questions
and answers) of existing assessment tools. Following in Parker et. al’s footsteps, MCS1 is a
isomorphic copy of SCS1 using the same replication process [9].

In this study, a new MATLAB concept inventory assessment tool in foundational computer
science for use in first-year engineering programs was developed. Concept inventories are
common in many fields, especially the sciences [10, 11, 12], but computer programming has
relatively few assessments in general [13]. The advantage of a concept inventory is that it can be a
standard, valid assessment tool that is able to capture conceptual understanding. One of the
challenges in creating a concept inventory for computer programming is that there are a variety of
programming languages used and the nature of programming can make it difficult to determine if
one is assessing the concept or the syntax of the language [14]. These challenges are some of the
reasons that language-independent concept inventories for computer programming have been
developed [7, 8, 9].

The First-Year Engineering (FYE) program at The Ohio State University lacks a validated
assessment tool to determine student understanding of MATLAB programming concepts for
first-year students. It is critical for FYE programs to have these tools available to allow the
program and its instructors to determine the impacts of various curricular changes. The current
programming language independent concept inventories have limitations for the type of computer
programming taught to first-year engineering students at Ohio State. MATLAB, which is what is
taught at this university, is a unique programming language with features not present in other
languages such as Java and Python. These features make it difficult to test student knowledge
with a language independent assessment. An example of one of these unique features in
MATLAB programming is array indexes start at 1 compared to traditional programming
languages that start at 0.

The goal of this research is to develop and validate a A MATLAB-specific concept inventory,
MCS1, by replicating a previously validated foundational language-independent computer
science concept inventory, SCS1 [7, 8, 9]. This paper presents the initial phase of this work, the
development of the new assessment questions, think-aloud interviews, and preliminary data from
piloting the assessment.

MCS1 has the potential to impact thousands of students enrolled in FYE courses annually by
normalizing the assessment process for students. Further, this assessment can be incorporated into
the curriculum and used by faculty and administrators to make informed decisions about the
curriculum and programming instruction.

Methods

FYE Course Context

The context chosen for this work is the first-year engineering program at The Ohio State
University. The first-year engineering program is a two-semester course sequence with the focus
of this study being on the first-semester course. The first semester focuses on problem solving
using computational tools, specifically programming. There are two distinct tracks of the course,
an honors and a standard track, that have different number of students, contact time, credit hours,



and content. These differences are shown in Table 1. Both tracks begin teaching programming
fundamentals through MATLAB. The honors course then teaches C/C++ programming following
the MATLAB instruction.

Table 1: Course Information

Course
Students

per
Section

Credit
Hours

Contact
Time per

Week
(min)

Num
Students

AU 19

Programming
Languages

Honors 36 5 375 408 MATLAB and C/C++
Standard 72 2 110 1480 MATLAB

Assessment Development

MCS1 was developed by creating an isomorphic copy of each SCS1 question. To do this, each
question and its response options were converted from pseudocode to MATLAB. This isomorphic
copy keeps the question style and content unchanged for MCS1 to ensure the concepts were tested
in the same manner as SCS1. However, different variable names, function names, and values were
used. SCS1 questions that did not have any written code in the question or the answers were not
changed for MCS1 because the question could not be altered without affecting the question style
or concept. An example of the translation from SCS1 to MCS1 questions is shown in Figure 1.
Three questions from SCS1 which test recursion were not included in MCS1 since recursion is
not part of the curriculum of the FYE course being considered for this study.

The 24 questions which make up MCS1 each test one of the following topics: arrays, basics, for
loops, logical operators, function parameters, function return values, if statements, or while loops.
Since MCS1 has 24 questions and eight topics, there are three questions that test each topic. Of
these three questions, one is a definitional question type, one is tracing, and the other is code
completion.

Think-Aloud Interviews

A think-aloud interview is a research method used to examine participants’ thought process and
logic while performing high-level cognition [15]. This technique was used to gather information
from a limited number of participants while they took a completed draft of MCS1. During the
interviews, participants had 90 minutes to answer as many questions as they could while talking
through their problem-solving process for each question.

Six think-aloud interviews were conducted with a single participant present at each. The
participants were chosen based on the order of response to an invitation sent out to all students in
the FYE programs and then by their availability. The students were offered a gift card as a
participation incentive. Of the six participants, three were students in the standard FYE course
while the other three were students in the honors FYE course. Each student started at a different
point in the test to ensure that each question was answered by at least one student in each course
sequence.



Figure 1: Example mapping from SCS1 (left) to MCS1 (right)

Two researchers were present at each interview so one researcher could take notes while the other
could prompt the participant for further thought and explanation if needed. The interviews were
audio-recorded for the duration of the testing session and then reviewed to make note of anything
missed during the interview. The notes and recordings were reviewed by a researcher not present
at the initial session to help eliminate any internal bias. These notes were then compiled to
resolve any typos, formatting issues, or revisions that needed to be made to MCS1.

The think-aloud interview data was scored using a modified version of Tew’s rubric [8]. In the
development of FCS1, Tew used this rubric to evaluate student responses in the think-aloud
interviews for FCS1. While MCS1 is a replication of SCS1 and not FCS1, SCS1 was created to
test the same concepts and use the same wording as FCS1. As a result, FCS1 and MCS1 should
test the same concepts in a similar manner. Though a direct comparison between FCS1 and
MCS1 cannot be made, the content analysis completed for FCS1 provides a benchmark for what
one would expect to see in the think-aloud interviews for MCS1. The modified rubric is shown in
Table 2.



Table 2: Rubric used to score MCS1 think-aloud interview responses [8]

Response
Code*

Description

1
Participants answered question correctly by reasoning about intended
construct

2
Participant answered question incorrectly by following common miscon-
ception or using faulty logic about construct

3
Participant answered question correctly even though they had incorrect
reasoning about construct

4
Participant answered question correctly, however the correct answer was
reached by reasoning about other conceptual content

5
Participant answered question incorrectly due to reasoning about other
constructs

6
Participant answered question incorrectly. The wording of the question
led to confusion/incorrect answer

8
Participant answered question incorrectly. The reasoning was incoherent
and difficult to assign to any particular concept/construct

* Response code 7 is omitted as it refers to the transfer of knowledge to pseudocode which is not
applicable to MCS1.

Response code 7 discusses transfer of knowledge from a specific language to pseudocode and was
excluded from the rubric as it is not applicable to a single programming language assessment like
MCS1. Each participant’s data was reviewed independently by two different researchers. The
scores were then compared and discussed until a consensus was reached about which response
code was most appropriate.

Assessment Piloting and Analysis

To compare MCS1 and SCS1, data for both tests was needed. All FYE students were contacted
with the opportunity to take part in the study and were incentivized with extra credit in their FYE
course if they participated. In total, there were 672 usable participant responses from 21
hour-long testing sessions.

During the testing sessions, participants were automatically and randomly given MCS1 or SCS1
by the testing software once given access by the proctor. The participants were limited to 60
minutes to complete the assessment at which time their testing session would end and they would
be redirected to the demographic portion of the survey. Those who were given SCS1 were also
given the pseudocode guide that was included in the initial testing of SCS1 [8]. At the completion
of each testing session, the survey closed to prevent any submissions outside of the proctored
assessment times. The participants also received their scores broken down by category soon after
submitting the tests.



Results and Analysis

Think-Aloud Interview Results

Once the think-aloud interviews were completed, two different analysis methods were used to
determine how students interpreted the MCS1 questions and where revisions needed to be made.
Using the audio recording and researcher notes from each interview, a list of potential revisions
was created based on the type of revision reported by participants. Figure 2 below shows a
portion of this list.

Figure 2: Revisions made from think-aloud interview data

As shown in the above figure, revisions were categorized into one of four types:

1. Answer Revision - The response options for a question were incorrect or confusing to
students.

2. Question Revision - The question stem was poorly worded or incorrect.

3. Formatting - The formatting of the question stem and/or response options was inconsistent
with the rest of the assessment.

4. Typo - The question stem or response options contained a typographical error.

In some cases, the researchers conducting the interview noticed errors that either did not affect or
were not reported by participants. Next, a content analysis was conducted to categorize
participants’ responses to each question. Table 3 details the results of this analysis.

The results from the content analysis were then compared to the content analysis completed
during the creation of FCS1 [8] and is shown in Figure 3. For this purpose, the responses of
interest were categories 1 and 2 as these show that the responses in the think-aloud interviews



Table 3: Rubric used to score MCS1 think-aloud interview responses.

Response
Code

Description %

1
Participants answered question correctly by reasoning about in-
tended construct

62.71

2
Participant answered question incorrectly by following common
misconception or using faulty logic about construct

27.12

3
Participant answered question correctly even though they had in-
correct reasoning about construct

3.39

4
Participant answered question correctly, however the correct an-
swer was reached by reasoning about other conceptual content

5.08

5
Participant answered question incorrectly due to reasoning about
other constructs

2.54

6
Participant answered question incorrectly. The wording of the
question led to confusion/incorrect answer

0.85

8
Participant answered question incorrectly. The reasoning was in-
coherent and difficult to assign to any particular concept/construct

0.00

were connected to the construct that each question was testing. As seen in Figure 2 , MCS1 had a
higher incidence of these responses at 89.8% versus FCS1 with 83% desirable responses. MCS1
also had 5.1% of responses in category 4 as opposed to FCS1 which had 0%. It is hypothesized
that this difference could be due to differing interpretations of the response codes between the
MCS1 and FCS1 researchers.

Figure 3: Think-aloud response code comparisons.



Preliminary Analysis of Assessment Pilot

The first step to analyzing the data was removing incomplete responses. Responses were not
removed if they skipped questions, but they were removed if the participants did not complete or
attempt sections of the survey, including the demographic questions. This resulted in 679
responses. To account for participants who rushed to complete the assessment rather than
seriously consider each question, the average time (2183.7s) and the standard deviation of time
(812.3s) to complete the survey were used to create criteria for removing participants.
Participants who completed the test over two standard deviations faster than the average (less than
559s) were removed. This resulted in 672 responses, consisting of 336 SCS1 participants and 336
MCS1 participants.

The descriptive statistics for the assessment testing is shown in Table 4. The average score for
MCS1 was 43.89%, with a standard deviation of 19.36%. The average score for SCS1 was
32.78%, with standard deviation of 13.74%. While completing the preliminary analysis of data, it
was found that Question 4 of SCS1 included a typo which meant that there were multiple correct
answers to the question. As a result many students were recorded as incorrect on this question for
not choosing the supposed correct answer. After removing Question 4, the average score for
SCS1 was 33.61%, with standard deviation of 14.34%. This difference of 1% is not expected to
change any of the comparisons to MSC1 since the difference between means of SCS1 and MCS1
is 10%. Subsequent data presented shows the full SCS1 with the supposed correct answers, but
attention is called to this typo as needed to fully interpret the results. The distribution of scores for
MCS1 and SCS1 can be seen in Figure 4.

Table 4: Assessment testing statistics.

Test Average Score
(raw)

Average
Score (%)

Standard
Deviation

(raw)

Standard
Deviation

(%)
SCS1 (n=336) 8.85 (out of 27) 32.78% 3.71 13.74%

SCS1 w/out Q4 (n=336) 8.74 (out of 26) 33.61% 3.73 14.34%
MCS1 (n=336) 10.53 (out of 24) 43.89% 4.65 19.36%

The distribution of scores for SCS1 is moderately skewed in the positive direction
(skewness=0.908) whereas the distribution of scores for MCS1 is fairly symmetrical
(skewness=0.415). With the removal of Question 4, SCS1 is still moderately skewed in the
positive direction (skewness=0.937). The kurtosis for the SCS1 scores indicates a heavy-tailed
distribution (kurtosis=1.022) and MCS1 scores have a light-tailed distribution (kurtosis= -0.435).
After removing Question 4 the distribution remain largely unchanged (kurtosis=1.048).

The MCS1 data does not represent a normal distribution as required by many of the statistical
tests. However, we believe it is reasonable to assume a normal distribution of MCS1 due to the
skew, kurtosis values, and large sample size.

The goal of this study was to demonstrate that MCS1 produced similar results to SCS1 and
therefore we could assume validity of the new assessment. Due to the method of testing, each



(a) SCS1 and MCS1

(b) MCS1 (c) SCS1 (d) SCS1 without Q4

Figure 4: Score distributions for both SCS1 and MCS1.

participant only completed one test (either MCS1 or SCS1). A point-biserial correlation was
performed to find the strength of the association between score and the test students took (either
MCS1 or SCS1) because the point-biserial correlation analyzes the relationship between a
dichotomous variable and a continuous variable, in this case which test was taken and the score
on the test [16]. There was a correlation between score and test, which was statistically significant
(rpb = .314, n = 672, p < .001). After removing Question 4, there was still a statistically
significant correlation (rpb = .289, n = 672, p < .001). These correlations are considered a
statistically medium effect according to Jacob Cohen’s standards for effect size and cannot be
used to determine validity for MCS1 independently [17].

To compare the distributions, a Mann-Whitney U test, a non-parametric test for independent
samples, was computed and a statistically significant difference was found between the SCS1
scores and the MCS1 scores (p < .001). This did not change with the removal of Question 4.
Because their distributions are significantly different from one another along with lack of evidence
to the contrary, MCS1 cannot be validated directly against SCS1 using this data [16].

Reliability

A Chronbach’s Alpha test for reliability of the two assessments was completed. Additionally, the
test was run on all questions to show which could be removed to improve the internal reliability of
the assessment. For SCS1, the Chronbach’s Alpha was 0.635. Table 5 shows the questions that, if
removed, would increase the internal reliability of the assessment and to what extent the



Chronbach’s Alpha value would increase by removing those questions.

Table 5: Effect of Removing Questions on Chronbach’s Alpha Value

Assessment Question
New

Chronbach’s
Alpha Value

Change in
Chronbach’s
Alpha Value

SCS1

4 0.641 0.006
5 0.637 0.002
18 0.640 0.005

α = 0.635 20* 0.640 0.005
27† 0.779 0.144

MCS1 18* 0.787 0.008
α = 0.779 24† 0.782 0.003

* Equivalent Question
† Equivalent Question

Question 20 on SCS1 is the equivalent question to Question 18 on MCS1 and Question 27 on
SCS1 is equivalent to Question 24 on MCS1, so it is not surprising that they appear on both lists.
Question 18 on SCS1 is one of the questions that is removed in MCS1. Therefore, the
questionable items are similar between both tests with the exception of Question 4 and Question 5
in both assessments which only resulted in consistency issues for SCS1. Given the typographical
error in Question 4 of SCS1, the consistency increase which results from removing the question is
expected. For both of these tests, if individual items were removed the overall consistency only
increases slightly. The overall consistency value for SCS1 of 0.635 is considered useful for group
averages and 0.779 for MCS1 is considered fairly good for this type of test and good for group
measurements[18].

Conclusion and Future Work

MCS1, a replication of SCS1, is among the first MATLAB-specific concept inventories for
foundational computer science. Preliminary data indicates a statistically significant difference
between SCS1 and MCS1 indicating that MCS1 cannot be validated against SCS1. The lack of a
correlation between MCS1 and SCS1 also calls for a future study to provide a standalone
validation of MCS1. Additionally, the typo present in SCS1 for this study also supports the
standalone validation of MCS1.

Unlike SCS1, MCS1 is language-specific which may reduce score bias towards high-performing
students [7]. With a Cronbach’s Alpha of 0.779, which is considered acceptable [19], MCS1
improves upon the internal consistency of questions presented in SCS1 which had a Cronbach’s
Alpha of 0.635. Additionally, since the participants took either SCS1 or MCS1, MCS1 did not
experience the learning effect found in Parker et. al’s testing of SCS1[9].



Future work for this study entails a deeper analysis of the pilot data and specifically an
independent validation study will be conducted to determine if MCS1 is valid on its own. This
full validation study will explore if a correlation exists between it and student scores on the final
exam for the FYE course. Lastly, the team will further examine the effect of honors vs. standard
course sequence on MCS1 scores, the effect of prior programming experience, and if any gender
differences exist.

Further replications, improvements, and development of language-specific concept inventories is
encouraged. A wider variety of validated assessments that are available to instructors will provide
potentially more accurate and context-appropriate tools to measure the effectiveness of classroom
teaching methods. For example, a Python-specific assessment may be more useful than MCS1 to
an FYE program that teaches Python as its introductory programming language. MCS1 could
also be expanded upon to test more concept areas or to test more MATLAB-specific features such
as graphing or matrix operations.

Currently, MCS1 provides the groundwork for a new concept inventory for foundational
computer science topics in the MATLAB programming language. The validity of an assessment
is strongly affected by how easily the questions and answers can be found so to protect the
potential validity of MCS1, the questions are not included here. Future studies will aim to fully
validate MCS1 so that it can provide instructors at Ohio State with a tool to assess student
comprehension in the FYE program. If validated, the MCS1 assessment will be made available to
other instructors and institutions. It is hoped that MCS1 will be used to guide teaching methods at
this university. MCS1 will potentially impact thousands of first-year students by providing
instructors a method by which to assess and improve teaching strategies.
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