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Multidisciplinary Engagement of Diverse Students in Computer
Science Education through Research Focused on Social Media

COVID-19 Misinformation

1 Abstract

The ongoing COVID-19 pandemic has disrupted vital elements of personal and public health,
society, and education. Increasingly with the viral pandemic, misinformation on health and
science issues has been disseminated online. We developed an undergraduate training program
focused on producing and presenting research to combat the rampant spread of this
misinformation. Online misinformation represents a complex, multidisciplinary problem.
Consequently, recruitment of students to the program was not exclusive to those from Computer
Science or Science, Technology, Engineering, and Math (STEM) educational backgrounds.
Participants were actively recruited from fields such as Linguistics, Social and Political sciences.
This data analytics outreach program aimed to train educationally and demographically diverse
undergraduate students in computational techniques and presentation skills through guided
research regarding the current burst of misinformation. Over ten weeks, participants were
instructed in an online curriculum covering five milestones: Python programming, data
processing, machine learning with natural language processing, visualization, and presentation.
Subsequently, participants were engaged in Computer Science research analyzing a real-world
data set gathered from Twitter™ 1 between January and June 2020. Participants were organized
into teams to investigate subtopics within the broader subject of misinformation: 1) detecting
social media bot accounts, 2) identifying propaganda with computational methods, and 3)
studying the discourse surrounding science preprints (i.e., papers that have been posted to the
Internet but have not been peer reviewed). The program culminated in an exposition where each
team presented research results to program officers, senior faculty, deans, government officials,
and industry experts. Here we present the program curriculum, metrics of educational
effectiveness, and feedback collected from participants.

1TWITTER, TWEET, RETWEET and the Twitter Bird logo are trademarks of Twitter Inc. or its affiliates. This
talk uses TWITTER data but is not affiliated with or by TWITTER.



2 Introduction

The COVID-19 pandemic recorded 5.4 million deaths globally by December 2021 [1]. Within the
United States, there have been 54 million documented cases and 820,000 deaths in that period [2].
The effects of the pandemic have been disruptive for public health, society, the economy, and
education [3, 4, 5]. Misinformation regarding the COVID-19 pandemic is rampant [6, 7] and
undermines our ability to successfully recover [8, 9]. Coinciding with the rise of misinformation,
there has been a deluge of scientific papers that have not yet been peer reviewed (preprints) and
associated Twitter posts on COVID-19 and its causative agent the SARS-CoV-2 virus [10].

Misinformation about the pandemic emerged online and spread rapidly [11]. Recent analyses
indicate that unfounded claims in health-related misinformation aimed to sow distrust and commit
fraud provides challenging competition with information from evidence-based sources such as the
World Health Organization (WHO) and the US Centers for Disease Control (CDC) [12].
Appropriate and effective health guidance became obstructed through messages driven by
propaganda and fear on social media platforms [13].

The global misinformation pandemic accompanying the spread of COVID-19 represents an
opportunity for research. Abundant textual data and accompanying metadata are available from
social media platforms and could prove useful for training computer science students [14].
Computer science education and research are necessary to abate this ongoing global
misinformation crisis [14]. Therefore, a real-world data set was obtained from Twitter between
January and June 2020 to investigate the online discourse surrounding the coronavirus pandemic
[15]. A ten-week research program was developed to address the dual challenges of identifying
effective computer science researchers and educating remote students. Through team science
efforts, diverse, multidisciplinary research teams were recruited to investigate potential online
misinformation.

Other research programs described in the literature for undergraduates include interdisciplinary
research for medicine, biology, and computer science [16, 17], teaching research skills during a
summer program [18], online research programs [19], and alternative roadmaps for STEM
doctoral candidates [20]. Our program set up follows in the footsteps of interdisciplinary research
programs, however it is novel from prior works, focusing on project-based learning, applying AI
to the topic of health misinformation with a diverse set of undergraduates students across many
majors. The program was also entirely delivered online.

3 Program Roadmap

Here we report on a fully remote program to educate a diverse cadre of college undergraduates in
computational research techniques. In this program, learning outcomes focused on increasing
participant familiarity with data science research methods (see Table 1). Participants formulated
individual research questions within the broader research goals of their assigned team.

In the initial weeks of the program, we reviewed quantitative skills in analyzing large-scale
language data, introduced design principles for data science analyses, and applied these new
skills. Through guided collaboration sessions with graduate mentors, the participants gained



Table 1: Program Learning Outcomes

Objective Description

Knowledge Gain knowledge and skills to analyze large-scale language data.

Experimentation Understand principles of design for social science experiments.

Hypothesis Design theoretical experiments for making causal inferences.

Independence Develop an independent research program.

Coding Apply coding skills in execution of research.

Mentorship Build mentor/mentee relationships with graduate collaborators.

hands-on experience developing an independent research program in preparation for research
fellowships, graduate school, and STEM research careers.

4 Program Recruitment

Misinformation is an emergent electronic threat to national security, personal, and public health.
Online misinformation regarding COVID-19, and its causative agent the SARS-CoV-2 virus, has
damaged our ability to recover from the pandemic. Some analyses suggest that false
health-related misinformation provides challenging online social media competition for
information from authorities in government, medicine, and research [12]. Program recruitment
was targeted towards participants who identified a need in their academic or professional careers
that corresponded with a need in society. This program provided an opportunity for
undergraduates without a traditional background in computer science to engage in substantive
research projects and improve their marketability.

Funding was obtained from the Office of Naval Research (ONR) to develop a training program
for undergraduate Reserve Officer Training Corps (ROTC) cadets and US nationals in hands-on
research activities in the general area of computational propaganda, in which our primary focus
had been on the detection of online misinformation. The use of a paid summer research internship
incentivized undergraduate students to apply for the available positions. Participants were
compensated at a rate of $18 per hour for 15 hours of work per week during the ten week
internship. Recruitment efforts were intentionally diverse. First, ROTC leaders promoted the
program to undergraduate cadets at the University of North Carolina at Charlotte (UNC
Charlotte). Next, the program was advertised to students in the College of Liberal Arts and
Sciences, the College of Computing and Informatics, and The William States Lee College of
Engineering through a website and distributed flyers. These efforts resulted in the reception of
twenty-one applications.

Recruitment focused on students whose immediate career goals aligned with national interests
regarding complex electronic threats like information subversion or online misinformation.
Secondarily, program criteria emphasized selecting high-performing, motivated individuals from
a diverse range of academic backgrounds. Of utmost importance was the consistent
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Figure 1: Participant reported demographics by race, area of study, class level, and computer
science participation

demonstration of academic achievement, regardless of discipline. Finally, individuals who
appeared to prioritize research rather than training were chosen. From the initial group of
twenty-one applicants, nine participants were ultimately accepted. The accepted participants’
demographics are displayed in Figure 1.

An interest survey was sent to participants to inform the apportionment of individuals between the
research teams and team roles. Participants who indicated a life sciences background were
assigned to the “Science Misinformation" team, while those with a linguistics or political science
background were assigned to the “Computational Propaganda” track. Similarly, individuals with
some exposure to computer science would be given the “Data Integrity Officer" role, while a
participant expressing a high degree of organization would serve as the “Operations Officer."
Further descriptions of research teams and team roles can be found in Table 2 and Table 3
respectively.

5 Program Activities: Modules and Curriculum

The program was conducted during the summer of 2021 in accordance with state and local safety
guidelines during the COVID-19 pandemic. Meetings were held using the Zoom™ application
provided by the institution. All Zoom instructional sessions were recorded and made available for
participants’ asynchronous review in a shared Google™ Drive. At the close of each week, verbal



Table 2: Research Teams and Goals

Team Research Goal

Bot Detection Identify computer programs posing as human users.

Computational Propaganda Study propaganda used by governments on social media.

Science Misinformation Examine claims citing scientific research on coronavirus.

Table 3: Assigned Roles within Research Teams

Role Description

Data Integrity Officer Monitors data quality and analysis outputs.

Operations Officer Documents the work done during the project.

Squad Lead Organizes communication within team and between teams.

feedback was provided to each team by the associated Principal Investigator (PI) using the Zoom
breakout rooms (one PI per team). The ten weeks were split into the Common, Research, and
Presentation Modules as shown in Figure 2.

5.1 Common Module (CM)

The CM was designed to provide participants with a working knowledge of computer science and
programming skills, irrespective of their educational background. At the close of the CM,
expected learning outcomes included:

1. Participants will be able to use relevant programming software (IDEs),
2. Participants will be able to program in the Python programming language,
3. Participants will be able to manipulate and process tabular data using Python,
4. Participants will be able to apply NLP and AI techniques to the data and visualize outcomes,
5. Applying Learned Techniques to Investigate Misinformation in various Project Tracks.

In week 1, we focused on introducing general programming concepts using the Python 3
language. In week 2, we focused on the further development of Python programming skills by
implementing the open-source machine learning (ML) library scikit-learn [21]. In week 3, we
practiced these new skills with the introduction of natural language processing (NLP).

Each day of the CM was split between lectures, guided demonstrations, and practice time.
Participants remained in the main Zoom “room", with as needed use of “Breakout Room"
functionality to allow for smaller groups or individual questions. Jupyter Notebooks® and Google
Colab™ were used to present lesson materials. The original starter codes were made available to
the participants to function as workbooks and practice materials. Lectures and exercises were
provided via starter code to increase participant familiarity with Python programming through
experiential learning. For additional practice, participants were provided with a list of relevant
courses and modules available online from DataCamp™ [22], for which an academic organization
subscription had been obtained. Much emphasis was placed on developing fundamental skills



Figure 2: Program timeline including Common Module (CM), Research Module (RM), and
Presentation Module (PM).

during the CM to ground the investigative process during the Research Modules.

5.2 Research Modules (RM)

Many common training data sets include the King County real estate set [23], the Iris data set
[24], the Post Office data set [25], and movie reviews [26]. These data sets might appear
unfamiliar for students outside of computer science, leading to difficulties learning and retaining
new material. Internet users are often aware of Twitter and the basic format of a Twitter post or
Tweet. Therefore, a Twitter data set [15] was supplied to the participants in the belief that
relevant, guided research on familiar data is important for developing novel skills and practical
abilities.

5.2.1 Data Set

In order to investigate online misinformation about the pandemic, Tweet identifiers from January
to June of 2020 had been collected and filtered for relevance to COVID-19 [15]. The collection of
Tweet identifiers was programmatically matched with the all associated data and metadata using
the Twitter API in a process called “rehydration". This rehydrated data set was used by all three
research tracks, using investigation-specific filters to limit the data size. For example, to arrive at
the data subset for Computational Propaganda, the data was filtered for a short list of Twitter
accounts associated with international governments [27]. These accounts represented government
interactions with the general public on the topic of COVID-19. The Computational Propaganda
subset was explored for differences in the online engagement of various governments regarding
the pandemic. A different filtered subset of the data was used for the Bot Detection and Science
Misinformation teams. These teams worked with Tweets linking to bioRxiv and medRxiv



preprint servers. Preprint servers host early-release, complete, but non-peer reviewed drafts of
scientific manuscripts. For Bot Detection, these preprint-associated Tweets were used to compare
the activity of non-human users with human users. Science Misinformation investigated these
same data for the potential misinformation about COVID-19 that was proliferated on Twitter
using scientific literature.

5.2.2 Research Teams

Participants were split between the available research projects of Bot Detection, Computational
Propaganda, and Science Misinformation (Table 2). Each team was subdivided into three roles:
Squad Leader, Operations Officer, and Data Integrity Officer (Table 3). Both team and role
assignments had been made by program leadership based on participant responses to the earlier
interest survey following recruitment.

Table 4: Team Milestones during the Research Module.

Milestone Bot
Detection

Computational
Propaganda

Science
Misinformation

Data Processing Extract features from
preprint data set.

Pre-process Tweet content
for textual data.

Clean and merge Twitter
and preprint article data.

Application Use starter code to train
an ML model to classify
accounts as bots or not.

Use starter code (BERT)
to detect propaganda.

Use starter code to esti-
mate sentiment and find
user connections.

Data Analysis Compare Tweet content
and identify relative
“velocity” of information
(bot vs user).

Classify Tweets based on
propaganda content.

Build networks for infor-
mation spread by user re-
lationships.

Data Visualization Illustrate areas of dissim-
ilarity between bots and
users.

Compare differences in
language and propaganda
techniques by source.

Develop network graphs
for user and preprint con-
nections.

Presentation Practice techniques for
public speaking.

Practice techniques for
public speaking.

Practice techniques for
public speaking.

Standardized milestones, with one objective per week, were employed for the RM (see Table 4).
The five milestones focused on data processing, applications of AI and NLP, analysis,
visualization, and presentation. These milestone checkpoints served participants by subdividing
the research process into digestible portions [28]. With the use of milestones, participants
familiarized themselves with the data through exploratory data and statistical analysis in week 4
to build hypotheses for questions of interest. In week 5, participants applied the ML and NLP
techniques they learned during the CM to their research questions. In week 6, we encouraged
participants to further explore results and develop focused analyses. In week 7, we began
condensing results into explanatory, useful, and relevant images, charts, and graphs. In week 8,
we included an introduction to basic presentation design elements for a webpage, a poster, or an
online presentation at a meeting. Each RM week ended with a review of each team and



participant’s progress to date, with feedback from the PIs to the entire cohort of participants and
PI-to-team conferences.

5.3 Presentation Module (PM)

The remaining two weeks of the program were designated for preparation and presentation at the
exposition. During week 9, participants were coached in visualization and verbal presentation in
Zoom with revision during multiple practice sessions led by the PIs. Explicit instruction was
devoted to traditionally accepted aspects of a STEM research program: the development of
research questions, the application of methods, the observed results, and the informed conclusion.
These sessions were used to gauge the final progress of the participants while performing the
ultimate step of a research investigation – the exhibition of a clear set of objectives, results, and
storyline.

During the PM, participants wrote individual research papers and verbally presented research
results to a professional review committee exposition with a wide variety of expertise. Exposition
committee members include U.S. military personnel concerned with emergent threats, university
administrators and faculty, industry partners, government officials, and other subject matter
experts. This diverse, expert audience gave the participants practice in communicating research
and receiving feedback from decision makers, which are important skills for future careers in
STEM and beyond.

6 Evaluation Approach

Two approaches were used to evaluate the program. First, participants were surveyed at the
beginning and end of the program. These pre- and post-surveys were identical, collecting both
scaled scores and open-ended responses. Second, anonymous qualitative reflections were
collected weekly from the participants to gauge specific areas of strength, challenge, and
improvement.

6.1 Pre- and Post-surveys

A questionnaire was developed to measure participant success in aggregate across the program.
The pre-survey established a cohort baseline to be compared against the post-survey results. We
used a Likert scale to measure participant agreement with provided statements. A comment
section gathered additional feedback. The survey statements were to be scored from 1 (strongly
disagree) to 5 (strongly agree). University Internal Review Board (IRB) approval was received
before distributing the surveys. Provided statements focused on participants’ perceptions of
themselves and their abilities pertaining to higher education, STEM careers, research, and general
computer science techniques (see Table 5). Examples of the statements included:

• “I am able to design and conduct experiments using code."
• “I am able to analyze data using code and provide exploratory data analysis of big data sets."
• “I am able to deliver an oral presentation of the algorithm in technical terms."
• “I am able to demonstrate proficient use of modern computer tools for writing, presentation,

project management, and group communication."



Table 5: Descriptive statistics of mean, mode, median, and range of participants’ responses to the
computing skills and soft skills questionnaires. The scores for each questionnaire were computed
by averaging each participant’s Likert responses where 1 is strongly disagree and 5 is strongly
agree.

Survey Descriptive Statistic Computer Science Skills Soft Skills Proficiency

Pre-Survey

Mean 1.89 2.96
Mode 1.14 2.67
Median 1.57 3.00
Range 3.43 3.00

Post-Survey

Mean 4.16 4.48
Mode - 4.67
Median 4.14 4.67
Range 1.57 1.33

6.2 Weekly Reflections

Weekly reflections were designed to evaluate the program curriculum and leadership team through
participant morale. These reflections aided the leadership team in adjusting the pace of the
curriculum modules on a weekly basis. Participants responded to the following questions:

• “What went well this week?"
• “What did not go well this week?"
• “How can we improve your [program] experience?"

Time was set aside in the final meeting of each week for participants to complete their reflections.
The program leadership team collected and subsequently discussed anonymous responses during
the end-of-week organizational meetings.

7 Results

7.1 Comparison of Participant Pre- and Post-Survey Scores

At the conclusion of the program, participants’ responses to the pre- and post-surveys were
compared. Some participants did not respond to the post-survey after the conclusion of the
program. As participant responses were anonymized and compared in aggregate, that
unresponsiveness is not considered to have greatly impacted the general result. Participants’
self-rated computing skills from the pre- and post-surveys are reported in Figure 3. The initial
pre-survey revealed only a single instance of agreement with the survey statements describing
computer science skills. This coincided with the self-reported participant demographics (seen in
Figure 1), where a single respondent indicated a computer science background. In contrast, no
participants indicated a score less than “4" (agree) when responding to questions measuring
computing skills in the post-survey. A two-tailed Mann-Whitney U test with a significance
threshold of p < 0.05 was used to investigate the null hypothesis that the medians of the responses



from the pre- and post-surveys were identical. The calculated U was 4, which was lower than the
critical value of U at p < 0.05 (U = 12). The alternative hypothesis, that the two sets of participant
responses had different medians, was accepted with high confidence. At the close of the program,
as the responding participants indicated great improvement in self-reported perceptions of
computer science ability and the alternative hypothesis had been accepted with high confidence,
the program was interpreted to be successful, with respect to the small sample size.

Figure 3: Responding participants’ self-rated computing skills scores compared in the aggregate
from pre- (left) and post-surveys (right).

7.2 Participant Responses Guided Curriculum Adaptations

Leadership had anticipated a wide range of familiarity and comfort with computer programming
techniques, research, and STEM fields based on the program recruitment process. The pre-survey
baseline established by the program revealed no major surprises about the participants.
Participant pre-survey responses were used to inform adaptations of the curriculum. Specifically,
CM week 3 was only designated to expose the participants to more detailed NLP methods.
Responses to the pre-survey were used to preemptively modify the program curriculum to allow
the possibility of using that week as either a teaching or a review week. This precaution was
shown to be warranted upon receiving participants’ reflection comments during the initial weeks
of the CM. In a similar way, further responses indicated a desire for more practice, so an
academic organization subscription was obtained to the DataCamp website. Weekly reflections
also served to checkpoint participant morale and progress during the program, in both the CM and
RM. Participant comments were examined in the aggregate from week to week.

8 Discussion

In light of the ongoing COVID-19 pandemic and the parallel spread of misinformation in online
discourse, more students are personally aware of the difficulties facing them medically,
academically, professionally, and societally. The use of a novel, contemporary, and highly
relevant data set to apply computational research served to ground computer science concepts
from ML and NLP into approachable research tasks. The above results, combined with the
positive feedback from committee members, and a currently in-progress research paper, point to
the efficacy of this approach for training small, diverse cadres of researchers.



A major factor in the program’s success was the implementation of clear pathways of
accountability supported by channels of communication. Assigned team roles allowed
participants to build a sense of agency and ownership for their stake in the project through clearly
defined responsibilities. This approach was mirrored in the feedback systems built into the
program to ensure the participant’s success. As a caveat for future implementations, participants’
workload and daily engagement was demanding. Feedback channels were employed to measure
this learning tension on a week by week basis and subsequently adjust the program. A similar
approach might not be viable at a larger scale, which is an obvious limitation of this
program.

Participant recruitment is essential to the program’s success, and there is room for improvement.
In the future, the pre- and post-surveys will be increased in complexity to allow for a larger array
of scoring metrics. These improvements will improve the baseline to judge participant progress
over the program.

Another area of improvement for this program would be to include a more comparative research
design to increase the ability to measure educational outcomes. To address this concern, the
pre-survey could be sent to all applicants (instead of only recruited participants) in order to
provide a background value, not only for those selected for participation but also individuals from
the institution that are being reached by the advertising and promotional efforts. Such a metric
would give a year-to-year comparison for changes in the overall selection pool.

Additionally, the weekly reflection surveys could also be improved by adding objective or
quantitative questions to specifically measure morale. For example, we could add: “From 1 to 5,
how successful did you feel this week in your goals?" or “From 1 to 5, how well did you
understand your goals?"

Availability of PI’s and Graduate Research Assistants (GRA) are factors for scaling the program.
The organizational ratio maintained within the program structure was 1 : 1 : 3 for PI : GRA :
participants per team. To address this concern of scalability, the number of participants per GRA
could be increased. However, the upper limit of participants that can be mentored by each GRA is
likely small. Such a consideration is dependent on a large number of factors in the skills, comfort
level, goals, and engagement of participants and GRAs. Those factors can be anticipated to a
certain extent by advertisement, recruitment, and application processes.

The dual mentor-mentee relationships present in the program: between PIs and GRAs or GRAs
and participants added further benefit to this program. Many graduate assistants in academia view
their work as an inherently solo pursuit. Opportunities for team leadership or management are
often overlooked. This academic reality is in stark contrast to the team-focused nature of
professional working groups in the military, government, and industry, where the management
and cooperation of individuals within a whole is paramount. During this program, the GRAs
received training from the PIs in mentorship, organization, research program development, and
team management. Here the program provided GRAs an opportunity to develop leadership
experience, organizational skills, and research methods, in contrast to traditional teaching
assistantships focused more exclusively on education.



9 Conclusion

This program demonstrates methods for teaching educationally diverse undergraduate students in
computer science research through the implementation of an accountability-focused pedagogical
method using novel real-world data sets. At the close of the program, participants from a wide
range of educational backgrounds demonstrated their success by presenting individual portions of
a greater research pursuit to a large group of experts in academia, government, and industry. The
program demonstrates the importance of adaptability to effectively implement engaged online
learning. Other computer science research mentorship programs could benefit from the research
focus of the program, the deliberate requests for feedback, and the recruitment process described
here.

We have demonstrated that students outside computer science disciplines can perform quality
research and present their findings to a multidisciplinary audience of experts. Academic
institutions and research laboratories should implement organizational models that emulate the
multidisciplinary approaches in common use among industry professionals. To aid in this goal,
open feedback channels, practice in analysis and presentation, are necessary for effective
teamwork in solving real-world problems.

To address continuing and future emergent electronic threats like online misinformation,
prospective analysts must be prepared. Analysts are high-performing individuals that demonstrate
strong abstract reasoning skills, possess deep background knowledge, and develop strong
self-motivational skills. These skills must be fostered through mentorship, communication, and
practice. This program serves as a means to recruit and train future analysts, by extending
opportunities for participation in computer science education to undergraduate students outside of
computer science. Such multidisciplinary individuals can comprise teams that effectively address
relevant subjects through the production and presentation of research to expert audiences.
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