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Phenomenography as a Tool for Investigating Understanding of Computing Concepts

Abstract

Computing has become a foundational subject across the engineering disciplines and offers significant opportunities both in practice and from an educational perspective. Maximizing this potential requires deep understanding of how students learn and apply computing concepts. There has been a great deal of work exploring understanding in computing education, focused primarily on what constitutes knowledge in computing and the processes engaged to utilize this knowledge in solving computing problems. There is also a sizable body of work exploring the misconceptions held by novices in computing education. However, little work has been done exploring the types of conceptions that computing students hold for the fundamental computing concepts apart from identifying misconceptions. Uncovering the different types of conceptions held by students independent of specific computing languages or environments is essential to understanding how students learn computing concepts and ultimately to develop better pedagogical and assessment techniques.

Phenomenography is a research methodology uniquely designed to uncover the different conceptions held by individuals about a given concept because the main tenet of phenomenography is that any phenomenon can be understood or experienced in a limited number of qualitatively different ways. Thus, the goal of phenomenography is to uncover those different ways of understanding. In recent years, phenomenography has begun to be used to explore the way that students experience the act of learning to program, both from a procedural and object-oriented perspective. However, it has not been used to explore the understanding held by individuals of specific concepts in computing. This paper describes how phenomenography was employed to explore the fundamental computing concepts of conditional and repetition structures. In addition, a discussion will be presented on how the results of this study, along with follow-on studies employing this methodology exploring additional fundamental programming concepts, can lay the groundwork for the development of language and computing environment independent assessment instruments. These instruments are needed for valid assessment and comparison of the pedagogical variations inherent in using the variety of programming languages, environments, and paradigms available today.

Introduction

Computers are an integral part of the engineering landscape. They are used to model potential solutions, collect and analyze data, and create new parts through computer aided design packages and computer controlled machinery. They are increasingly becoming integral parts of the products of design, from sneakers that track the distance traveled to smart building materials that can report on the stresses and strains they are experiencing. Because of this, computing skills have been identified as one of the attributes that future engineers will be required to possess. Due to this increasing prevalence of computing technologies in both the design and
implementation of engineering solutions, many first-year engineering curricula include either a course devoted entirely to computing concepts, or incorporate those concepts into other introductory courses.

Despite this increasing need for engineers with strong computer skills, little opportunity is given for engineering students to develop those skills. Learning to program is widely seen as a very difficult task for many students. It requires a student not only to develop an understanding of specific concepts, but also a way of thinking. In addition, in many learning environments, students are forced to learn a new tool, in the form of the programming environment being used, along with these concepts and patterns of thinking. Because of this, many students will not develop a sufficient level of proficiency in programming, even after progressing through the traditional two or three course introductory programming sequence. This is a significant problem, especially in the engineering disciplines, where many students will be required to use some form of programming during either their academic and/or professional career, but very few receive more than one or two semesters’ worth of instruction due to fact that most engineering curricula are already overloaded with disciplinary coursework. This experience generally occurs during the first year of study, often in the first semester, and is only touched on again if it is required for a specific course. Thus, an important area of research for engineering education is to design ways to help students learn programming and computer skills more efficiently to better prepare students in the time allotted in the curriculum.

One possible reason for this discrepancy between the learning outcomes desired by instructors and student performance is that the instructional methods used as well as the very nature of the material do not match well with the learning styles of most engineering students. There have been numerous studies, predominately using the Felder-Silverman learning styles model, that have looked at the learning styles preferences of engineering students, and those preferences are consistent across populations. What these studies have found is that engineering students tend to be more visual and sensing in their learning styles preferences. However, since most programming languages taught in introductory courses are text-based, there is a mismatch between what is being taught and how many students prefer to learn. It has been shown that interpretation of the written word, while presented in a visual manner, is processed in the same way as spoken words. This means that students who prefer to learn in a visual manner may have difficulty assimilating programming content generally conveyed in a verbal context.

Interpreting written words favors individuals who prefer to learn intuitively rather than from a sensing perspective, again putting engineering students at a disadvantage.

Many students also lack appropriate models on which to build conceptions of the important programming structures and concepts they are required to learn. In conjunction with this, many text-based languages use syntax that incorporates many English terms, causing students to resort to using models previously developed for the natural language use of these terms. However, this poses a significant problem for some terms because the model for how the word is used in natural language differs from how it is used in a programming context.

For example, in natural language, the term “while” has a slightly different meaning than it does in programming usage. In natural language, “while” implies that as soon as whatever the condition tied to the statement is no longer satisfied, the activity will cease. In a programming
context, the conditional statement associated with the “while” is only checked once during an iteration. This can cause students issues if they believe that as soon as their condition is met, the loop will exit.\textsuperscript{13}

In order to address these issues, many instructors and researchers have begun to develop different tools to help students visualize what is occurring within the computer as the code executes.\textsuperscript{14} These tools have become significantly more robust and interactive as both computing and graphics technologies have developed, and have been shown to have a positive influence on student learning and engagement with computing material.\textsuperscript{15, 16} Programming languages themselves have also become more graphical. Languages such as Alice, LabVIEW, and MATLAB Simulink utilize the graphics power of modern computers to allow users to program using graphical representations instead of the more traditional text-based code.

However, despite the fact that programming knowledge has been a focus of research for the past three to four decades, very few instruments have been published to assess an individual’s level of understanding that do not depend on the individual producing code in a specific language. Currently, most assessment occurs by requiring students to write code in a specific language.\textsuperscript{17} This significantly limits the ability to compare the effects of different languages and pedagogical techniques on student learning, such as algorithm visualizations which may be tied directly to a specific language, because the assessment is tied directly to the language taught and assessed. The development of language-independent instruments that focus on the understanding of fundamental concepts are essential for research exploring these new tools and languages. Research into the different ways individuals understand the various concepts associated with computing can lay the foundation for the development of tools to assess conceptual understanding independent of a given language, and ultimately lead to developments in instructional methods.

This paper discusses an approach that can lay the groundwork for the development of such instruments. The approach is to use a series of phenomenographic studies of the ways students understand different fundamental programming concepts to create a theoretical framework. This foundation can be used to create an instrument, similar to the concept inventory type assessments that have received much attention in recent years. This instrument could be developed to focus on the different ways a student understands a given concept rather than on his or her ability to create code in a specific language. In the following sections, a brief introduction to phenomenography, a description of the study exploring student understanding of conditional and repetition structures, and the results of the study are presented. The final section discusses how these results can be utilized in the development of an assessment instrument as well as what still needs to be done in order to reach the final destination.

**Phenomenography as a Research Methodology**

Phenomenography is an educational research method developed in the early 1980’s by a research group in the Department of Education at the University of Gothenburg in Sweden.\textsuperscript{18} It arose out of work exploring the ways that students experienced learning, approached their studies, and the level of understanding and retention they achieved.\textsuperscript{19} It has since become a widely used educational research methodology, primarily in Europe and Australia.\textsuperscript{20}
The main tenet of phenomenography is that any given phenomenon can be understood in a limited number of qualitatively different ways\textsuperscript{21}. Thus, the aim of phenomenography is to try to uncover what those different ways of understanding are. Phenomenography differs itself from other research approaches in that with phenomenography, the focus is on the interaction between the population and the phenomenon. Therefore, the researcher must attempt to bracket off any preexisting relationship between him or herself and these other two additional components.

This variation in experience and understanding is uncovered through in-depth interviews, which are analyzed and sorted at the transcript level\textsuperscript{22}, as opposed to other interview analysis techniques, such as thematic analysis, which focus more at the statement level. Interviews are conducted in such a way as to try to draw out the understanding or experience that an individual has about a given phenomenon. This often involves the use of general, open-ended questions in conjunction with clarifying and follow-up questions to probe more deeply into the understanding of the individual\textsuperscript{23}.

The result of a phenomenographic study is what is referred to as an outcomes space\textsuperscript{24}. The outcomes space consists of a number of categories of description, which describe the different ways that the phenomenon under investigation was understood or experienced. The outcomes space then depicts the relationship between these categories, generally forming some type of hierarchical structure. The hierarchy does not necessarily represent a transition from a worse state to a better state, but instead a transition from a less complete understanding to a more complete understanding. An additional finding is what is referred to as “themes of expanding awareness,” which are themes that appear throughout the categories of description, but in different ways\textsuperscript{20}.

Phenomenography has been used to study a wide variety of topics, including reading comprehension\textsuperscript{18}, physics\textsuperscript{25, 26}, programming\textsuperscript{19, 24, 27}, and design\textsuperscript{23, 28-30}. Of particular significance to this study are those above dealing with the use of phenomenography in the field of computer science. Booth was one of the first to apply this methodology to the field of computer science during her dissertation work. She did a phenomenographic study exploring the different ways that first-year engineering students in their first programming class understood the idea of recursion\textsuperscript{31}. The study by Bruce, Buckingham et. al.\textsuperscript{27} explored the ways in which novice programmers learn to program, and Stamouli and Huggard\textsuperscript{24} explored how students learn object-oriented programming.

However, none of the previously mentioned studies exploring computing from a phenomenographic perspective utilized the methodology to explore specific concepts within the field, instead choosing to investigate students’ experiences with programming as a whole. Phenomenography has been used effectively to explore specific concepts in other fields, such as physics and design. While physics is not a great match for the types of abstract concepts inherent in computing education, the fact that phenomenography has been used to explore the types of understanding students hold about different aspects of design, many of which are abstract and not directly accessible, bodes well for the use of phenomenography in exploring computing concepts. One of the purposes of this study was to explore the viability of using phenomenography to explore specific concepts in computing education.
Study

The main purpose of this study was to uncover the different ways that individuals understand different programming concepts, specifically the concepts of conditional and repetition structures. Based on the goals of this project, the following two research questions were posed:

1) What are the qualitatively different ways that the conditional and repetition structures found in most programming languages are understood?
2) What are the ways that first-year engineering students understand these concepts?

To answer these questions, a phenomenographic approach was chosen. One of the essential elements when designing a phenomenographic study is the selection of the participants. Since the purpose of phenomenography is to uncover the qualitatively different ways that a specific phenomenon is understood, the participants should be selected to obtain the maximum possible diversity\textsuperscript{20}. This implies the use of a purposeful sampling method.

To obtain the maximum possible variation, participants were selected from all academic levels (first-year through senior) as well as faculty involved in introductory programming courses. The reason for including faculty in the sample is to gain an expert perspective and to insure that the entire spectrum, from novice to expert, is captured. The students come from a variety of majors, but were screened to insure that they had a recent programming experience to be included in the study.

To answer the second question related to first-year engineering students, the students from within this population were oversampled relative to the other populations to ensure an accurate representation. The students in this group were selected from the major first-year engineering course at Purdue University, which is required for all engineering majors. These students were selected because of the focus on understanding held by engineering students and the varied levels and types of experiences these students have had with programming. The breakdown of participants is shown below in Table 1.

<table>
<thead>
<tr>
<th>Participant Group</th>
<th>Number of Participants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Engineering/CS Professors</td>
<td>5</td>
</tr>
<tr>
<td>Upper Level Students (Jr./Sr.)</td>
<td>7</td>
</tr>
<tr>
<td>Middle Level Students (Soph.)</td>
<td>2</td>
</tr>
<tr>
<td>First-year Engineering Students</td>
<td>22</td>
</tr>
</tbody>
</table>

As stated above, the main data used in phenomenographic studies are interview transcripts\textsuperscript{32}. These interviews are generally in-depth discussions aimed at uncovering the interviewee’s way of understanding or experience of the given phenomenon. They may take the form of an open-ended discussion with very few predetermined questions or be of a more structured design. However, the key element is the use of follow-up questions and other methods for probing the understanding of the interviewee.

For this study, a semi-structured interview protocol was employed in order to obtain a measure of consistency among the interviews, with each interview lasting approximately 60 minutes. The
protocol was designed to allow the participants to talk about their previous experiences with programming in a general sense in order to prime them for the reflection needed to answer the in-depth questions about their understanding. This is a key component in conducting a phenomenographic research study, as it is only through this process of reflection that the participant is able to fully articulate their experience or understanding, especially if the phenomenon under investigation is a specific event or experience. However, reflection is a skill that must be developed, and thus the protocol must be design in such a way as to promote this type of activity.

A portion of the interview required a talk-aloud protocol, where the participant worked through a simple problem and discussed the thought processes employed as the participant developed a solution. Talk-aloud protocols have been used extensively in exploring the ways that engineers design. The technique has also been used within phenomenographic studies. During the talk-aloud portion of the interview protocol, the participants were prompted to discuss their thoughts and reasoning as they attempted to solve the problem, which is described below. This activity was followed up by questions concerning why the participant employed certain strategies and discussing any issues that arose while solving the problem. By having the participants talk through how they would solve the problems, their understanding of how they use the different concepts under investigation was probed more directly.

The problem was designed to be moderately difficult, but not so difficult that it would not be solvable in the timeframe of the interview. The solution required the use of both a conditional and repetition structure to allow the exploration of the use of these concepts by the participants. The exit conditions for the repetition structure had elements that could indicate the use of a For loop or a While loop so that the reasoning behind choosing one over the other could be explored as well. The aspect of the problem requiring the conditional structure employed conditions that were related to one another, allowing the participants the opportunity to select from several different conditional structures (If statements, nested If statements, Switch statements) when solving the problem. The problem statement presented during the interview is shown in Table 2.

<table>
<thead>
<tr>
<th>Table 2: Problem Statement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Everyone has played the game where one person thinks of a number in a given range and someone else tries to guess it. Your job is to create a program that will create a random integer number within a given range and allow the user of your program to guess the number. The program should tell the user whether his/her guess is too high or too low, and stop when the user has guessed the number correctly or has reached the maximum allotment of five guesses.</td>
</tr>
</tbody>
</table>

It is very important that the interview protocol be piloted prior to collecting the final data. The initial protocol was piloted with two students, one a junior in interdisciplinary engineering with moderate programming experience and one a senior in computer engineering with significant programming experience. After these initial pilot interviews were transcribed and analyzed, several modifications were made to the protocol resulting in the final version used during the study.

Normally, data analysis consists of reviewing the transcripts of the interviews and, at the transcript level, sorting them into categories based on the similarities and differences between
them\textsuperscript{22,32}. Since there were two different concepts being explored in each of the interviews, the transcripts were broken up into two pieces, one focusing on the conditional structures and one focusing on the repetition structures. Each piece consisted of any portions of the main interview during which the participant discussed the concept along with the solution to the problem. It was then these two separated sections of the transcripts that were analyzed and sorted into categories.

This process required a number of iterations and feedback before the final categories and outcomes spaces were decided upon, as is generally the case in phenomenographic studies\textsuperscript{23}. During this process, versions of the categories of description and outcomes spaces were generated and tested against the data. Changes were made based on discussions with fellow researchers and members of the primary researcher’s dissertation committee. While others contributed to the final development of the categories and outcomes spaces through this iterative feedback process, only the primary researcher read all of the data and was primarily responsible for the generation of the results.

**Results**

This section discusses the type of data that was collected during the study and how this type of data resulted in the development of the categories of description and outcomes spaces for the two concepts. The results of the analyses for the conditional structures and repetition structures are briefly described, with the results for the ways of understanding conditional structures presented first followed by a description of the ways of understanding repetition structures. More detailed explanations of these results can be found at the following references\textsuperscript{39,40}. However, the main focus of this section is on how the phenomenographic methodology helped to illuminate the ways of understanding held by the participants, which is presented following the description of the outcomes spaces and categories of description.

**Conditional Structures:**

The analysis of the interview transcripts resulted in the development of five categories of description, which outline the five qualitatively different ways that conditional structures were understood by the participants. There are two components that describe how an individual understands conditional structures. The first component is a shift from an understanding that is very limited and focused on the development of the conditional statement to a focus on how the conditional structure affects the execution of the program. Along with this increasing awareness of the effect on the program is an increasing ability to describe conditional structures in one’s own words and less of a need to rely on the descriptions used in instructional settings.

The second major component on which the categories vary is the sophistication of the conditional structures used in a problem solving situation. Sophistication refers to the ability to recognize when conditions are interrelated and the complexity and robustness of the solution created when working with such conditions in a problem solving situation. The five categories are described in Table 1.
Table 1: Categories of Description

<table>
<thead>
<tr>
<th>Categories of Description (Understanding of Conditional Structures is…)</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category 1: Limited</td>
<td>The understanding of conditional structures in this category is described as limited in that there is a limited ability to describe the functionality of conditional structures, often confusing them with other structures, and a limited ability to apply them in a problem solving situation.</td>
</tr>
<tr>
<td>Category 2: Recounted</td>
<td>The understanding of conditional structures in this category is described as recounted in that there is an ability to recite the definitions and functionalities of conditional structures often provided during introductory programming courses and an ability to apply them in very specific situations.</td>
</tr>
<tr>
<td>Category 3: Syntax Focused</td>
<td>The understanding of conditional structures in this category is described as syntax focused in that the main focus of descriptions is on the construction of the conditional statement and the structure as a whole along with an ability to apply these structures in moderately complex situations.</td>
</tr>
<tr>
<td>Category 4: Execution Focused</td>
<td>The understanding of conditional structures in this category is described as execution focused in that the main focus of descriptions is on the affect the structure has on the execution of the program along with an ability to apply these structures in moderately complex situations.</td>
</tr>
<tr>
<td>Category 5: Adaptive</td>
<td>The understanding of conditional structures in this category is described as adaptive in that the main focus of descriptions is on the affect the structure has on the execution of the program along with an ability to apply these structure in highly complex situations.</td>
</tr>
</tbody>
</table>

The resulting outcomes space is depicted in Figure 1. Through the analysis of the data, it was found that the understanding of conditional structures discussed by the participants formed a hierarchical, two dimensional structure, where each subsequent category builds upon the understanding represented in the previous. Each category was developed from the experiences of a subset of the participants and each participant contributed to only a single category. The two dimensions present in the diagram are the two components discussed previously on which the understanding of conditional structure varies. Category one is not considered to be inclusive with the other categories in terms of the understanding professed because there is a significant difference in the level of understanding between category one and category two, and is signified by the differing color assigned to category one. While it is not contiguous with the other categories, it is a part of the hierarchy.
Repetition Structures:

The analysis of the interview transcripts resulted in the development of six categories of description for the ways of understanding repetition structures. There are two components that describe how an individual understands repetition structures: the understanding of the relationship between the two main repetition structures (For and While loops) and the ability to identify the need for a repetition structure in a problem-solving situation, select an appropriate structure, apply it to the given situation, and justify its use. The six categories are described in Table 4.
Table 4: Categories of Description

<table>
<thead>
<tr>
<th>Categories of Description (Understanding of Repetition Structures is…)</th>
<th>Summary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category 1: Limited</td>
<td>Understanding of repetition structures in this category is described as limited in that there is an inability to describe the functionalities and differences between the two main repetitions structures as well as a significantly limited ability to apply them in a problem solving situation.</td>
</tr>
<tr>
<td>Category 2: Recounted</td>
<td>Understanding of repetition structures in this category is described as recounted in that there is an ability to recite the definitions, functionalities, and differences of the two main repetition structures presented in most introductory programming courses and an ability to apply them in a small set of very specific situations.</td>
</tr>
<tr>
<td>Category 3: Internalized</td>
<td>Understanding of repetition structures in this category is described as internalized in that there is an ability to describe the functionalities and differences between the two main repetition structures, the beginnings of an awareness of the relationship between the two which transcends what is typically covered in an introductory course as well as an ability to apply them in a small set of specific situations.</td>
</tr>
<tr>
<td>Category 4: Related</td>
<td>Understanding of repetition structures in this category is described as related in that there is an ability to define a concrete relationship between the two repetition structures, namely that For loops are seen as specific versions of While loops, as well as an ability to apply them in a variety of situations.</td>
</tr>
<tr>
<td>Category 5: Comprehensive</td>
<td>Understanding of repetition structures in this category is described as comprehensive in that the two repetition structures are seen as two instances of the same concept, which allows for them to be applied in a wide variety of situations.</td>
</tr>
<tr>
<td>Category 6: Adaptive</td>
<td>Understanding of repetition structures in this category is described as adaptive in that the two repetition structures are seen as two instances of the same concept, and this understanding of the two structures allows for them to be substituted within a problem solving situation.</td>
</tr>
</tbody>
</table>

The resulting outcomes space is depicted in Figure 2. Through the analysis of the data, it was found that the understanding of repetition structures discussed by the participants formed a hierarchical, two dimensional structure, where each subsequent category builds upon the understanding represented in the previous category. The two dimensions present in the diagram are the two components discussed previously on which the understanding of repetitions structure varies. Category one is not inclusive with the rest of the categories and is represented in the outcomes space by a different color. Additionally, category two acts as a transition between the limited understanding in category one and the beginning of the portion of the space depicting the evolution of the understanding once a relationship between the two main repetition structures is seen starting in category three.
As was stated above, two pieces of data were collected for each participant, both through the interview protocol. The first portion of the interview consisted mainly of probing questions attempting to elicit statements illuminating the individual’s understanding of the given concepts. The second portion of the interview consisted of the talk-aloud protocol requiring the interviewee to produce a solution to the problem presented in the section outlining the study. Both of these pieces of data were used in order to develop the categories of description and outcomes spaces that describe the different ways each participant understood the concepts.

In order to probe the participants’ understanding during the first part of the interview, open-ended questions were used that allowed the participants the freedom to respond naturally. Following the participants’ initial responses, probing questions were used to capture their overall understanding. These questions tended to require the participants to describe previous experiences they had using the concepts followed by questions asking them to talk about the concept in different contexts, from what they feel the most important thing to know about the concept is to comparing the concept to other ideas.

The following are quotes that exemplify the types of responses received during this portion of the interview. This first quote is from one of the participants whose responses contributed to the least comprehensive of the categories for the repetition structures, where the understanding was defined by an inability to describe the two main types of repetition structures.
I believe um a for loop is if, I'm trying to remember um, wow, cause I think isn't one used for if you have many inputs and you wanna go continuously like without stopping, I believe, then I think one of 'em, the other one, when you put the inputs in 'em, I believe it s-, I don't know if it stops after each input gets taken? Hmm, not too sure again. It's been a little while.

In comparison, the following quote is from someone whose responses contributed to the second category, where the way of understanding was defined by an ability to describe the two different types of repetition structures, but did not see any connection between the two.

A for loop, it works for only, like, certain amount, like choices, like tries. And like for while loop, it goes like again and again and again until it meets the requirements, like, for stop.

But when this person was asked if there was any relationship between these two loops, the following response was given.

Besides the fact that they’re loops, no.

As can be seen from these two sets of quotes, there is a distinct difference in the way the interviewee is able to talk about the concept, which in this case is repetition structures. To further illuminate how these quotes describe differences in understanding, the following is a quote from the third category of description for repetition structures, where the way of understanding is defined by a continued ability to describe the functionality of the two repetition structures but also the beginnings of an understanding of the connection between the two repetition structures is expressed.

Um, you have to have a basic understanding that the main difference is you want to run x times versus an unknown amount of times is the main difference in the for and the while loop. If it weren’t for the difference of you want it to run x times or an unknown amount of times, they’re practically identical. The way they’re set up is slightly different, but all their characteristics are basically the same.

This quote shows the same ability to describe how the two different repetition structures function, though the description is a bit more complete in this quote. However, the type of understanding displayed is more comprehensive in that this person was able to talk about a connection between the two structures, even if that relationship is not described in detail.

The data from the talk-aloud protocol produced similar results. However, for this portion of the interview, not only were the interview transcripts collected, but the drawings, flowcharts, and pseudocode the participants used to describe their solutions were also collected, which added another dimension to the analysis.

The data from the interview transcripts paralleled the types of understanding expressed during the initial interview questions. For instance, the following quote comes from someone who contributed to the first category of description for repetition structures. This quote demonstrates
a general understanding of how to solve the problem, but a continued inability to demonstrate understanding of the two repetition structures.

And for these two, I would put them in a loop so that, because I have 5 guesses, the number of times the loop runs will be 5... I would put [the loop] around [the conditional check for high/low] ... The number should stay the same, right? So we wouldn’t put [the random number generation] in the loop. But we want to use it to put in the number 5 times because you’re giving them 5 chances, so I would put it in a loop for this entire thing, but this wouldn’t be in the loop because you would obviously get the answer correct. But I don’t know what loop I would put it in. Like, I couldn’t tell you that.

This second quote comes from a participant who contributed to the development of the second category of description for repetition structures. As before, this person is able to talk about the functionality of the two different types of repetition structures, but has difficulty connecting the two concepts, as demonstrated by her inability to find a way to merge the two exit conditions.

I don’t know. That was the thing that I was thinking. ‘Cause like for loop doesn’t have a stop button in there, right? I don’t remember how to make it stop. Do I use while loop for that? It has to be 5 guesses. Oh, I don’t know...the while loop, it’s easier to make it stop when like someone guesses it right. But I don’t know how to set the 5 guesses. I kinda don’t remember it. Does while loop have like something that counts like how many tries they did? I don’t think so. I don’t remember.

Finally, this last quote comes from someone who contributed to the development of the third category of description for repetition structures, which was differentiated from category two by the beginnings of an ability to see a connection between the two types of repetition structures. This is evidenced in the following quote as the participant was able to talk about solutions to the problem using both types of repetition structures.

I mean, you can use while loop for it, too. In that case, you’d have to use 2 logics: If the user input and the computer-generated number is correct, then it should stop the program. And the other condition would be when the number of incrementations that is given in the while loop equals 5, then it should stop the program. So you can use while loop for it, but, I mean, I’d recommend for loop.

Three examples of the solutions written down by participants are shown below. These three solutions are all for participants who contributed to the fifth category of description for repetition structures. As can be seen these solutions, which are all correct solutions for the problem, are very different in terms of their form. The first depiction utilizes a pseudocode similar in many ways to MATLAB or C++. The second solution outlines the solution as a bulleted list identifying the steps required to solve the problem. The last solution is produced using a graphical programming language called LabVIEW, which is produced by National Instruments. All three of these solutions, in conjunction with the interview transcript, serve to provide another glimpse of how the participants understand the concepts under investigation, particularly how they are able to utilize their knowledge to develop the solution.
This technique can be used to investigate understanding gained through different programming paradigms, as evidenced by the depictions created by the participants. Some of these students learned programming primarily using traditional text-based languages while others first learned programming using LabVIEW. As long as the researcher analyzing the results is familiar with the different languages, the different depictions can be compared.

In the three examples below, all used some form of nested conditional structure to handle the three possible outcomes of the comparison between the random number and the guessed number, which shows an awareness of the relationship between the three outcomes. The participants also talked about this as they were describing their solution. All three were able to handle to multiple exit conditions for the required repetition structure, namely allowing for five guesses but stopping immediately if the user guesses the number correctly. The ways that this problem was handled in the solutions depicted below takes on different forms, but all three correctly handle this situation. All three were also able to describe how their solution addressed this aspect of the problem during their explanations. This shows an awareness of how to select, adapt, and implement a repetition structure to meet the needs of the given problem.

Figure 3: Participant Solution 1
Figure 4: Participant Solution 2

1. Program defines the range in which the random numbers will be generated. Random numbers generated through MATLAB function.
2. User is allowed to enter up to 5 guesses.
3. Based on what is entered, the program will output feedback as to whether the answer is too high or too low.
4. Looping structure to allow up to 5 guesses. Personally a for loop.
5. To determine if the number is too high or too low, use a selection structure, like "if". So if (number > random)
   print ("too high")
   print ("too low")
6. After 5 guesses, print to screen the correct answer.

Figure 5: Participant Solution 3
Future Directions and Implications for Assessment

As was discussed in the introduction, the primary motivation for undertaking this investigation was to lay the groundwork for the development of language-independent assessment instruments. This goal is motivated by an increasing need for engineering students to have strong foundations in computing as well as the increasing number of pedagogical techniques employed in the introductory computing courses with no standardized way to assess their effectiveness. Therefore, the development of instruments that can allow different languages and different techniques to be investigated and compared is of utmost importance.

One avenue to explore in the development of a language-independent instrument is a concept inventory-like assessment that covers the gamut of fundamental concepts covered in introductory computing classes. Concept inventories have gained in popularity in recent years as a framework for creating assessments of this type. Concept inventories are multiple choice assessments with one correct answer and several distractors, which are related to the common misconceptions held by students. Several attempts have been made to develop concept inventories for programming fundamentals. One of the first is the Computer Engineering Concept Inventory (CPECI). This concept inventory is designed to cover three main areas of computer engineering: programming fundamentals, digital logic, and computer architecture and organization. The programming fundamentals portion consists of 26 questions designed to cover the six fundamental programming topics outlined in the Computer Curricula 2001 report. Unfortunately, the CPECI is targeted at a level of understanding beyond what is traditionally covered in the introductory CS1 course, which is the level that most engineering students progress to in the introductory programming course sequence. There is also an ongoing endeavor at the University of Illinois at Urbana-Champaign to develop a concept inventory focused on programming fundamentals, but it is only in the preliminary stages of development.

Concept inventories are excellent tools to determine whether a student has developed a correct understanding of a given concept. However, as the results of the previously discussed study show, there can also be varying degrees of correctness in terms of an individual’s understanding, which is equally important in developing a strong knowledge of a given subject. It is proposed that a concept inventory-like assessment can be developed based off of phenomenographic studies focusing on the various introductory computing concepts that would allow for these various levels of understanding to be captured and compared across populations and based on different pedagogical settings.

With a traditional concept inventory, the possible answers are tied to the correct conception and common misconceptions held by students, which are generally determined based on the experiences of those developing the instrument and on prior studies. The proposed instrument would be structured in much the same way, with one slight difference: the possible options for the multiple choice questions dealing with a given topic would be tied back to the categories of description generated from the phenomenographic study, which would allow the individual’s overall way of understanding to be assessed. This can give a more complete picture of how an individual is dealing with the content rather than simply having the correct conception.
For instance, a question related to understanding of repetition structures may take the following form:

Question: When you are creating a program which requires that a set of actions be repeated, but you do not know how many times, which answer below best represents your response?

a) I only know how to use one type of loop, so I will use that and make it work.
b) I don’t know which loop I would use, so I would try to use one and, if that didn’t work, try the other.
c) It sounds like a situation where I would use one of the two types of loops, so that is the one I would use.
d) I can use either type of loop to develop a solution to the problem, so I would pick whichever type I felt like using.
e) I can use either type of loop to develop a solution to the problem, but one type is specifically designed to handle situations like this, so that is the one I would choose.

This question is an illustration of what could be included in an actual assessment, which has been formulated based on the categories of description presented. One of the attributes that differentiates the different categories of description for repetition structures is the ability to select an appropriate structure for a given situation. Another is the ability to see the relationship between the two different loop types (for and while) and how they are each different instances of the same idea. Traversing the answers from a) to e) corresponds to progressing through the categories of description from the least comprehensive to more comprehensive ways of understanding. People who contributed to the development of the least comprehensive category (category 1) were only able to talk about one type of loop. This corresponds to answer a). People who contributed to the middle categories (categories 2, 3, and 4) were able to talk about both types of loop, but their understanding of the relationship between the two loop types was limited, corresponding to answers b) and c). People who contributed to the development of the most comprehensive categories (categories 5 and 6) were able to use each loop type interchangeably. What separated category 6 from category 5 was that those people contributing to category 6 were able to more appropriately justify their selections of loop type for different problems. This can be seen in the difference between answers d) and e).

However, in order to develop such an instrument, much more work needs to be done. Additional phenomenographic studies must be developed to probe the other fundamental computing topics, such as variables, arrays, mathematical operations, logical operations, and user-defined functions. Once the categories of descriptions for these different topics have been developed, the long and arduous process of developing the instrument can begin. This will involve the development of questions, the seeking of peer review to validate the questions, then repeated testing, analysis, and redesign of the instrument to determine its validity and reliability.

Limitations of Phenomenography:

Despite the numerous advantages to employing a phenomenographic approach in exploring the understanding held by individuals, there are a number of limitations that must be discussed. The
primary limitation of phenomenography is the amount of time required to use such an approach. The study described in this paper required 3 major iterations for the development of the conditional structures categories and outcomes space and 5 major iterations for the development related to repetition structures. Each iteration requires the transcripts to be reread and tested against the current version of the categories, and usually involves several minor iterations as the next version of the categories is developed. This requires the researcher to spend the time to become intimately familiar with each of the transcripts. When each transcript is on the order to 25-30 pages, this equates to a significant time commitment.

Phenomenography also requires that the interviewer(s) be adept at asking follow up questions of the participant. In most cases, employing a phenomenographic approach limits the ability to use a fully structured interview protocol because the need to probe the participants’ understanding. This requires the use of follow-up questions specifically tailored to the responses provided by the participant. All of the potential questions the interviewer may need to ask cannot be captured in a structured interview protocol, requiring the interviewer to adapt to each response and ask appropriate questions. This is another reason for piloting the interview protocol prior to collecting the data for the study, as it provides an opportunity for the interviewer to become accustom to thinking of questions in the spur of the moment to probe the understanding of the participant more deeply.

Related to this is the need for the participant to reflect on their own experiences and understanding of the given concept during the interview process. Reflection is an important aspect of any professional’s practice, but is often difficult to develop. Because of this emphasis on reflection, the interview protocol must be carefully developed in such a way as to aid the participants in the process of reflecting on their understandings and experiences, especially if the target population includes younger individuals or individuals not used to reflective activities.

Another potential limitation of phenomenography is that it only captures the participants’ understanding or experience at a specific point in time. If the study was to be conducted again, with the same participants, at a different time, the responses of the participants might be completely different, as their responses are shaped by their own experiences with the given phenomenon. What should not change significantly are the categories and outcomes spaces developed, as these are created from the combined responses of all the participants. In order to address this issue, it is important to include as much diversity and quantity among the participants to reach a stable description of the ways in which the participants understand or experience the given phenomenon.

Despite these potential limitations, phenomenography is a promising tool for investigating conceptual understanding. With proper techniques, and enough time, all of the limitations of the methodology can be managed.

Conclusion

This paper has presented a new approach to exploring conceptual understanding in computing education through the use of the phenomenographic research methodology. Phenomenography has been shown, through the results in the described study, to effectively elicite different ways of
understanding of conditional structures and repetition structures among undergraduate engineering students. Phenomenography has also proven to be effective at exploring the understanding held by the participants regardless of their background and the programming paradigms they were familiar with. Through the analysis of the interview transcripts and the products of the talk-aloud problem solving activity, five different ways of understanding for conditional structures and six different ways of understanding for repetition structures were uncovered.

These findings have an exciting implication for the development of assessment instruments in the field of computing. The categories of description can provide the theoretical framework to develop concept inventory-like assessments, where each response to a given multiple choice question is tied to a different category, rather than to common misconceptions. The development of such an instrument holds tremendous possibilities for assessing the wide variety of programming environments and pedagogical techniques currently available and in use in introductory programming courses today.
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