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Plickers and Peer Instruction in a Software Design Course

1 Abstract

Active learning strategies, such as peer instruction, have been shown to increase student achieve-
ment in STEM classes. This paper explores a case study of peer instruction with direct student
feedback using printed response cards (Plickers) or Zoom polls.

Combining peer instruction with Plickers provides instructors and students with timely feedback on
course material. This feedback allows instructors to gauge which topics students have understood
and which may need more explanation or practice. Additionally the use of peer instruction provides
students with multiple perspectives on challenging topics. This paper examines how these tools
are used to provide instruction to students where it is needed most in a scalable and relatively low
effort way.

Students were polled once or twice per class meeting and responded with either Plicker cards (for
in-person classes) or Zoom polls (for remote classes). Peer instruction was used when the initial
poll resulted in a low percentage of correct answers; pre-selected student groups discussed the
question for a set amount of time, after which students were polled once again. Peer instruction
allowed students to get real time feedback on topics that needed more coverage and allowed the
instructor insight into students comprehension.

Data collection took place in a junior level computer science software design course over five
semesters. The course ran for two hours, twice a week. Student perception of the use of Plickers
was measured with a questionnaire that was administered at the end of each semester. In total there
were eight sections across five semesters as shown in table 1. In total there were 163 responses
to the questionnaire for a response rate of 60.59%.There were 269 total students of which 163
responded to the questionnaire for a response rate of 60.59%.

The data collected indicate that students found peer instruction to be helpful in their understanding
of the material. Similarly, students reported that the use of peer instruction helped them pay atten-
tion and that it was a valuable tool in learning the material. Zoom polls worked well during remote
instruction and may be a viable option for remote learning.

After the initial effort in creating the question banks used for polls, this process takes very little
extra work for the instructor and provides valuable insight to the instructor and students. Calling
on students to explain answers allows further insight into student understanding. The additional
instruction helps students to engage with their peers and to better understand the material. Future
work will focus on comparing the pre and post poll responses and in improving group discussion
and interaction.



2 Introduction

Peer instruction (PI) has long been an effective strategy to improve student performance in STEM
classes [1][2][3]. One limiting factor to the implementation of PI is the cost associated with pur-
chasing clickers. The cost of traditional clickers can be especially prohibitive for smaller institu-
tions where they may only be used in one or two courses. This report explores the use of peer
instruction with the free online tool Plickers (https://www.plickers.com/) and Zoom on-
line polls during remote instruction. This implementation of PI is adapted, with permission, from
the work of Leo Porter [1]. The typical model presents students with a multiple-choice question
(MCQ). If the percentage of correct answers fall below a threshold students then discuss the ques-
tion in groups. Once a predetermined amount of time has passed students once more answer the
question. A major advantage to introducing Plickers in the class is that it breaks up the monotony
of the course and allows students to interact with one another.

In this report we examine the existing literature on peer instruction and the peer instruction model
that inspired this work. We also report on updating and using PI during remote instruction. We
also discuss possible improvements to the intervention, such as ways to increase student interaction
and better question design. The goal of this intervention was to increase student engagement in the
material and to build a library of questions to represent the key concepts in the course.

In the next section, we examine the literature relating to peer instruction and how it may improve
student performance. We also explore variations on peer instruction implementation and question
design.

3 Supporting Literature

First we present supporting work in peer instruction. Then we discuss active learning, including
its limitations.

3.1 Peer Instruction
Peer instruction has been used in science education since at least 1990 [4]. In that time it has been
shown to increase student performance and to be an effective way to engage students in challenging
material [3][1]. Though much of the work on peer instruction in computer science (CS) focuses
on introductory classes, there has been some work that shows that peer instruction is effective in
upper division courses as well [5]. The major influence for this work is the peer instruction model
described in [6]. This model is primarily used in introductory computer science courses (CS1)
courses but was adapted here for junior level students.

3.2 Active Learning
In the 2014 Freeman report, published in the Proceedings of the National Academy of Science,
the authors performed a meta-analysis of 225 studies and found that active learning boosted test
scores and lowered failure rate in science, technology, and engineering (STEM) classes [7]. In a
2012 presidential report titled “Engage to Excel” there was a call for one million additional STEM
graduates and a recommendation to use active learning as a way to meet this goal [8]. These



Table 1: Enrollment per semester
Semester n sections

Spring 2020 70 2

Fall 2020 43 1

Spring 2021 70 2

Spring 2022 57 2

Fall 2022 29 1

Totals 269 8

reports also indicate a disproportionately positive impact of active learning on under-represented
minority students [7]. In a meta-analysis from 2004, Prince cautions faculty that simply adopting
an active learning approach is no guarantee of success [9]. However, the author concluded that:
“Although the results vary in strength, this study has found support for all forms of active learning
examined.” Prince goes on to state that among the most effective forms of active learning are those
that involve collaboration and group learning activities. Active learning is further supported by
Bloom’s Taxonomy, which suggests moving lower level instruction and cognitive tasks outside of
class time has a beneficial effect on recall and concept retention [10]. Students being responsible
for lower level procedural learning outside of the classroom will also make room for instructors to
focus on problem solving and meaningful dialogue in the classroom.

4 Background

Here we describe the structure of the course where there intervention took place, including demo-
graphics of the students. Then we describe the tools that were used as well as the modifications
made during remote instruction. Finally, we discuss the specific implementation of peer instruction
covered in this report.

4.1 Course Description
This study examines an upper-division software design course taught in Java. The course takes
place at a small public North American university on a 16 week semester system. Students enrolled
in this course have one or two semesters of programming experience. About half of the students
in the course are transfers from other institutions, typically local community colleges. The non-
transfer students do not have experience with Java. In this report we examine courses taught
between Spring 2020 – Spring 2021 and Spring 2022 – Fall 2023. The researcher did not teach
the course during the Fall 2021 semester so no data were collected for that semester. For specific
enrollment numbers please see table 1.

Demographic data are shown in table 2. Note the the questions were asked as follows:

• Asian (Such as: Asian Indian, Chinese, Filipino, Japanese, Korean, Vietnamese, etc.)



• Black or African American (Such as: African American, Ethiopian, Haitian, Jamaican, Nige-
rian, Somalian, etc.)

• Hispanic, Latino, or Spanish Origin (Such as: Colombian, Cuban, Dominican, Mexican or
Mexican American, Puerto Rican, Salvadorian, etc.)

• Middle Eastern or North African (Such as: Algerian, Egyptian, Iranian, Lebanese, Moroc-
can, Syrian, etc.)

• Native Hawaiian or Other Pacific Islander (Such as: Chamorro, Fijian, Marshallese, Native
Hawaiian, Samoan, Tongan, etc.)

• White (Such as: English, French, German, Irish, Italian, Polish, etc.)

• Another race, ethnicity, or origin

The items are compressed in table 2 for readability.

The gender identities of the students in the course are majority male, 72.39% and 21.47% female.
The racial and ethnic identities reported show that the majority of the students identify as white
(32.52%) with the second highest percent identifying as "Hispanic, Latino, or Spanish Origin"
(28.83%). This is of note as, according to the Equal Employment Opportunity Commission, only
6.3% of surveyed workers identified as "Hispanic or Latino" [11].

Table 2: Participant Demographics
Count %

Gender
Female 35 21.47%

Male 118 72.39%
Another Gender Identity 1 < 0.01%

Prefer not to answer 3 0.02%
Did not answer 6 0.04%

Race and Ethnicity
Asian 34 20.86%

Black or African American 10 6.13%
Hispanic, Latino, or Spanish Origin 47 28.83%

Middle Eastern or North African 4 2.45%
Native Hawaiian or Other Pacific Islander 0 0.0%

White 53 32.52%
Another race, ethnicity, or origin 8 4.91%

4.2 Plickers

“Plickers” (https:\\www.plickers.com) 1 is an online service that allows students to re-
spond to a multiple-choice question presented in class. Students raise a printed card and orient it

1The authors have no connection to Plickers or the company that creates the service.



such that their answer choice is at the top of the card. The instructor uses a mobile device with a
camera to scan the cards and get a real time report of the student answers. Students see when their
responses are recorded however the specific answer is only visible to the instructor. The results of
the student choices are stored, and the instructor may review them later. The application does not
store images of the students, only the result of scanning the cards.

Figure 1: The instructor view of a question on a mobile device.

Plickers offer a few advantages over traditional clickers for recording student responses. The
overall cost is low, the cards may be printed from home on standard printer paper. In the event that
a student forgot their Plicker card, the instructor had a full set of spare cards. The spare cards were
only made available during the first three weeks, after which it was the students responsibility to
print their own replacement card. Students are also able to use devices such as mobile phones and
tablets to have an electronic version of their card. In some cases students even used their laptop
computer to display their cards.

4.3 Peer Instruction Implementation
As discussed earlier the peer instruction model followed here adapted from the work of Leo Porter
[6]. The implementation differed from the work of Porter in a few key areas. Notably in Porter‘s
implementation the elapsed time is shown while students respond to the questions, in this imple-
mentation students were given a time limit on both the initial, and any follow up, questions.

Another difference is the use of Plickers rather than more traditional clickers. Plickers, and their



Figure 2: Example Plicker Card.

use, are discussed in the next section.

Generally, at two points during the class session, students were presented with multiple choice
questions. Questions were shown on the projector and students had between 60-90 seconds to
think about the question on their own before answering with the Plicker cards. If more than 90%
of the class got the question correct, the correct answer was shown and a brief explanation was
given. If the percentage of correct responses was below 90% students were given 90–120 seconds
to discuss the question with their assigned groups before answering the questions again. The
instructor would prompt students on what to discuss, or remind them about when the topic had
been discussed in class.

After the group discussion the correct answer is displayed and students are asked to explain why
the other answers were incorrect. This allowed for more detail on the question and demonstrated
critical reasoning. The mobile Plicker application displays which students had correct answers so
these students were chosen to explain why they did not choose the incorrect answers. These stu-
dents were selected because the instructor did not wish to single out students who got the question
wrong.

An addition to the peer instruction model being followed here is the requirement that students
write down the questions and their answers to them. The instructor emphasizes that writing down
the question and all the answers, correct or otherwise, is important to their learning [12]. At the
end of each class sessions students must turn in a PDF document with their individual answers as
well as the answer arrived at after group discussion. Students were also instructed to write down
why any of their answers were incorrect. This leads to the normalization of answering a question
incorrectly and encourages students to think critically about how to identify correct and incorrect
answers.

4.4 Zoom and remote learning
During the later half of the Spring 2020 semester and the entire Fall 2020 semester, instruction
was fully remote due to the COVID-19 pandemic. The meeting software “Zoom” was used during
this time. Zoom offers a polling feature that allowed students to answer multiple choice questions
in the same way Plickers were used in person. In order to use Zoom polls questions were shown
on a slide deck rather than through the Plicker website. Since the polling feature was somewhat



Figure 3: Example Plicker Question Before the Correct Answer is Shown.

limited, and given time constraints, the same multiple choice poll was used for all of the questions.
Zoom allows for the creation of “breakout rooms” to allow students to discuss questions in small
groups. Students were randomly sorted into groups that would persist for 2–3 weeks before being
randomized again. While students were in breakout rooms, the instructor would visit to address
any issues and ensure students were discussing the question. These tools allowed for the continued
use of peer instruction during remote instruction.



Table 3: Sample Questionnaire Results.

Question Text SD D N A SA U

Discussing Plicker questions
with my classmates helped
me learn the course material.

6
(3.68%)

3
(1.84%)

18
(11.04%)

75
(46.01%)

55
(33.74%)

6
(3.68%)

Plickers with discussion is
valuable for my learning.

0
(0%)

2 (1.23%)
13

(7.98%)
85

(52.15%)
57

(34.97%)
3

(3.68%)

Plickers are an easy-to-use
class collaboration tool.

0
(0%)

3
(1.84%)

3
(1.84%)

72
(44.17%)

79
(48.47%)

6
(3.68%)

Plickers helped me pay atten-
tion in this course compared
to traditional lectures.

1
(0.61%)

1
(0.61%)

14
(8.59%)

82
(50.31%)

59
(36.20%)

6
(3.68%)

Generally, by the time we
finished with a question and
discussion, I felt pretty clear
about it.

1
(0.61%)

4
(2.45%)

21
(12.88%)

104
(63.80%)

27
(16.56%)

6
(3.68%)

I recommend that other in-
structors use this approach
(reading quizzes, Plickers,
in-class discussion) in their
courses.

0
(0%)

1
(0.61%)

15
(9.20%)

87
(53.37%)

53
(32.52%)

7
(4.29%)

The immediate feedback
from Plickers helped me
identify gaps in my knowl-
edge about the course.

3
(1.84%)

3
(1.84%)

4
(2.45%)

63
(38.65%)

84
(51.53%)

6
(3.68%)

Most of the time my group
discusses the Plicker ques-
tion.

6
(3.68%)

12
(7.36%)

21
(12.88%)

63
(38.65%)

53
(32.52%)

8
(4.91%)

Knowing the right answer is
the only important part of the
Plicker question.

26
(15.95%)

85
(52.15%)

23
(14.11%)

15
(9.20%)

7
(4.29%)

7
(4.29%)

SD=Strongly Disagree, D=Disagree, N=Neither Disagree nor Agree, A=Agree,
SA=Strongly Agree, U=Unanswered



5 Results

Student perception of the use of Plickers was measured with a questionnaire that was administered
at the end of each semester. In total there were eight sections across five semesters as shown in
table 1. In total there were 163 responses to the questionnaire for a response rate of 60.59%.

The questionnaire is comprised of 25 questions adapted, with permission, from the work of Leo
Porter [6]. The questionnaire consists of: 16 Likert scale questions on a five-point scale; one
Likert-scale question on a four-point scale; two free response questions; and six demographic
questions.

Table 3 presents a summary of nine of the questions relating to the use of Plickers/Zoom Polls and
peer instruction in the class. All but the last question are coded so that “Strongly Disagree” is the
most negative and “Strongly Agree” is the most positive answer. The final question listed in table 3
is coded so that “Strongly Disagree” is the most positive answer and “Strongly Agree” is the most
negative answer. Note also that during online instruction the questionnaire asked about Zoom polls
rather than Plickers.

Figure 4: The count of responses when asked about group discussion separated by semester.

The questions shown in table 4 were used to measure the student‘s opinion of the amount of time
given for reading and answering multiple choice questions and the amount of time allotted to
group discussion. Over 84% of the responding students felt the time given to read the questions
was appropriate. Over 79% of the responding students felt there was an appropriate amount of
time for group discussion.



Table 4: Time for reading and answering questions
Question Text ML TL AR TS MS U

In general, the amount
of time to read and un-
derstand the questions
before the first vote was

1
(0.61%)

7
(4.29%)

137
(84.05%)

9
(5.52%)

2
(1.23%)

5
(3.07%)

The amount of time gen-
erally allowed for peer
discussion was

1
(0.61%)

19
(11.66%)

129
(79.14%)

7
(4.29%)

0
(0%)

5
(3.07%)

ML=Much Too Long, TL=Too long, AR=About Right,
TS=Too Short, MS=Much Too Short, U=Unanswered

As stated earlier in the paper, students did not always discuss the question in their group. Table
5 shows that only 49.08% of the student respondents answered that they always discussed the
question in their group. Many of the students, 32.52%, said they sometimes discussed the question.
When examining the answer separated by semester, as shown in figure 4, we see that during the
spring 2021 and spring 2022 semesters more students reported discussing with their peers. This
may be a result of the class being taught remotely and the students being placed in “breakout
rooms” thus encouraging students to talk to their group.

Table 5: Which of the following best describes your discussion practices in the class this term?
I always discuss with the group around me, it helps me
learn

80 (49.08%)

I always discuss with the group around me, I don’t
really learn, but I stay awake

15 (9.20%)

I sometimes discuss, it depends 53 (32.52%)

I rarely discuss, I don’t think I get a lot out of it 5 (3.07%)

I rarely discuss, I’m too shy 3 (1.84%)

Unanswered 5 (3.07%)

When asked about their comfort level discussing questions the majority of students, 74.85%,
claimed to be either slightly or extremely comfortable talking with their classmate. This infor-
mation is show in table 6.

Table 7 shows the summary information about student perceptions of question difficulty. The
single most common answer was “Neither Too Hard Nor Too Easy” at 85.28%.



Table 6: How comfortable were you talking with your classmates?
Extremely uncomfortable 1 (0.61%)

Slightly uncomfortable 13 (7.98%)

Neither comfortable nor uncomfortable 20 (12.27%)

Slightly comfortable 57 (34.97%)

Extremely comfortable 65 (39.88%)

Unanswered 5 (3.07%)

Table 7: From the perspective of helping me learn, the content of Plicker questions was:
Much Too Hard 0 (0%)

Too Hard 0 (0%)

Neither Too Hard nor Too Easy 139 (85.28%)

Too Easy 15 (9.20%)

Much Too Easy 2 (1.23%)

Unanswered 5 (3.07%)

6 Critical Reflection

The overall goal of the introduction of peer instruction into the classroom was to increase student
engagement. Porter’s work indicates that peer instruction is an easy and engaging way to introduce
active learning in a CS classroom [6].

The introduction of peer instruction through the use of Plickers has been a positive experience.
Students respond well to the activity and it gives a valuable insight into areas where students
typically struggle. We provide some sample responses to the open ended questionnaire items
below.

A simple, easy way to peer learn and retain knowledge

This was the first class I have ever had that used Plickers and I would hope that my
other classes would use it because its very interactive and helps you review the material
in a fun way. Also it also in a way shows you how the professor is going to test you
because I would use the plicker[sic] questions as a study guide to see exactly what
material I needed to work on.

I found that I would look forward to the plickers[sic]. It would refresh my memory
and the repetition of information helped it stick.

Plicker questions were great as a stress-free test of the lecture. They come in handy
when an exam is coming, as review material. I like that some of the questions would
come back because it reenforces[sic] the knowledge into your brain.



Not all of the students enjoyed using Plickers in class. Though even some of the negative feedback
was largely on the use of the paper cards and the time to discuss the questions, not about the process
itself.

I like the general concept but I felt using a physical piece of paper to be a bit unwieldy.
It was kind of fun at first but lost its charm pretty early. Otherwise the pace and content
of questions and answers was great.

Plickers work well as short session to VERIFY what you should have already learned,
and correct any fundamental errors on the topic. They work only when at least one
person out of four KNOW that they have the correct answer and WHY. They fall apart
if the entire group’s members independently failed to comprehend a topic. Then, the
time it takes to confer with notes and sources is too great to respond to the second
vote. This is why discussion time should be tied to percentage correct, and not just "if
wrong, have discussion".

Adapting the course to use Plickers, and peer instruction, took minimal setup and yielded positive
results for student engagement. The results of the questionnaire show that the use of Plickers and
peer instruction were perceived as beneficial and that the questions were of appropriate difficulty.
The responding students also reported that there was adequate time given to discuss the questions
in class. Table 3 shows that more than 80% of students agreed or strongly agreed with positively
worded affective questionnaire items regarding Plickers and their learning experience.

Though most of the students, 79.75%, agreed that discussing the questions helped them learn the
material, only 49.08% stated that they always discussed the question with their group. Investigat-
ing strategies to increase participation in group discussion will likely improve the scores on the
multiple choice questions.

One issue facing group discussion is the desire to adhere to social distancing guidelines. Because
of the ongoing concern over COVID-19 the latest semester did not use pre-assigned groups, rather
it allowed students to spread out and sit where they felt most comfortable. Given this limitation
there was less group discussion and this was reflected in overall lower scores on the multiple-choice
questions.

Another area for future improvement is tracking the scores on the multiple choice questions during
the individual answers as well as the answers after the group discussion. Currently the individual
answers are replaced by the new answers. These data, combined with questionnaire response about
group discussion, will offer valuable insight into the effectiveness of group discussion.

Typically this course has a high drop, fail, withdraw rate (DFW), generally less than 60% of the stu-
dents pass their first time talking this course. Active learning interventions will typically increase
the pass rate of a course. This course is also one of the first programming classes taken by transfer
students which may contribute to the high DFW rate. Future work will include a comparison of
the DFW rates between historic offerings and those that have made use of Plickers.

In conclusion using Plickers in class is a positive experience for both the instructor and the stu-
dents. Since each class has a clear structure of: Plicker question, lecture, break, Plicker question,
lecture/activity, quiz, students are never doing any one task for very long. This aids in keeping
students engaged and on task.
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