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Abstract 

In
 
speech analysis, the voiced-unvoiced decision is usually performed in extracting the information from 

the speech signals. In this paper, we performed two methods to separate the voiced- unvoiced parts of 

speech from a speech signal. These are zero crossing rate (ZCR) and energy. In here, we evaluated the 

results by dividing the speech sample into some segments and used the zero crossing rate and energy 

calculations to separate the voiced and unvoiced parts of speech. The results suggest that zero crossing 

rates are low for voiced part and high for unvoiced part where as the energy is high for voiced part and 

low for unvoiced part. Therefore, these methods are proved more effective in separation of voiced and 

unvoiced speech. 

1. Introduction 

Speech can be divided into numerous voiced and unvoiced regions. The classification of speech signal 

into voiced, unvoiced provides a preliminary acoustic segmentation for speech processing applications, 

such as speech synthesis, speech enhancement, and speech recognition.  

“Voiced speech consists of more or less constant frequency tones of some duration, made when vowels 

are spoken.  It is produced when periodic pulses of air generated by the vibrating glottis resonate through 

the vocal tract, at frequencies dependent on the vocal tract shape.  About two-thirds of speech is voiced 

and this type of speech is also what is most important for intelligibility.  Unvoiced speech is non-periodic, 

random-like sounds, caused by air passing through a narrow constriction of the vocal tract as when 

consonants are spoken.  Voiced speech, because of its periodic nature, can be identified, and extracted 

[1]”. 

In recent years considerable efforts has been spent by researchers in solving the problem of classifying 

speech into voiced/unvoiced parts [2-8]. A pattern recognition approach and statistical and non statistical 

techniques has been applied for deciding whether the given segment of a speech signal should be 

classified as voiced speech or unvoiced speech [2,3,5, and 7]. Qi and Hunt classified voiced and unvoiced 

speech using non-parametric methods based on multi-layer feed forward network [4]. Acoustical features 

and pattern recognition techniques were used to separate the speech segments into voiced/unvoiced [8]. 

The method we used in this work is a simple and fast approach and may overcome the problem of 

classifying the speech into voiced/unvoiced using zero-crossing rate and energy of a speech signal. The 

methods that are used in this study are presented in the second part. The results are given in the third part. 

2. Method 

In our design, we combined zero crossings rate and energy calculation. Zero-crossing rate is an important 

parameter for voiced/unvoiced classification. It is also often used as a part of the front-end processing in 
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automatic speech recognition system. The zero crossing count is an indicator of the frequency at which 

the energy is concentrated in the signal spectrum. Voiced speech is produced because of excitation of 

vocal tract by the periodic flow of air at the glottis and usually shows a low zero-crossing count [9], 

whereas the unvoiced speech is produced by the constriction of the vocal tract narrow enough to cause 

turbulent airflow which results in noise and shows high zero-crossing count. 

Energy of a speech is another parameter for classifying the voiced/unvoiced parts. The voiced part of the 

speech has high energy because of its periodicity and the unvoiced part of speech has low energy.  

The analysis for classifying the voiced/unvoiced parts of speech has been illustrated in the block diagram 

in Fig.1 

 

 
Fig.1: Block diagram of the voiced/unvoiced classification. 

 

 

Fig. 2: Frame-by–frame processing of speech signal. 

At the first stage, speech signal is divided into intervals in frame by frame without overlapping. It is given 

with Fig.2. 

2.1. Zero-Crossings Rate 

In the context of discrete-time signals, a zero crossing is said to occur if successive samples have different 

algebraic signs. The rate at which zero crossings occur is a simple measure of the frequency content of a 

signal. Zero-crossing rate is a measure of number of times in a given time interval/frame that the 

amplitude of the speech signals passes through a value of zero, Fig3 and Fig.4. Speech signals are 

broadband signals and interpretation of average zero-crossing rate is therefore much less precise. 
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However, rough estimates of spectral properties can be obtained using a representation based on the short-

time average zero-crossing rate [11].  

 

 

Fig. 3: Definition of zero-crossings rate 

 

Fig. 4: Distribution of zero-crossings for 

unvoiced and voiced speech [11]. 

 

A definition for zero-crossings rate is: 
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The model for speech production suggests that the energy of voiced speech is concentrated below about 3 

kHz because of the spectrum fall of introduced by the glottal wave, whereas for unvoiced speech, most of 

the energy is found at higher frequencies. Since high frequencies imply high zero crossing rates, and low 

frequencies imply low zero-crossing rates, there is a strong correlation between zero-crossing rate and 

energy distribution with frequency. A reasonable generalization is that if the zero-crossing rate is high, 

the speech signal is unvoiced, while if the zero-crossing rate is low, the speech signal is voiced [11]. 

2.2. Short-Time Energy  

The amplitude of the speech signal varies with time. Generally, the amplitude of unvoiced speech 

segments is much lower than the amplitude of voiced segments. The energy of the speech signal provides 

a representation that reflects these amplitude variations. Short-time energy can define as: 
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The choice of the window determines the nature of the short-time energy representation. In our model, we 

used Hamming window. The hamming window gives much greater attenuation outside the bandpass than 

the comparable rectangular window.  
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Fig. 5: Computation of Short-Time Energy [11]. 

 

The attenuation of this window is independent of the window duration. Increasing the length, N, 

decreases the bandwidth, Fig 5. If N is too small, nE will fluctuate very rapidly depending on the exact 

details of the waveform. If N is too large, nE will change very slowly and thus will not adequately reflect 

the changing properties of the speech signal [11].  

 

3. Results 

MATLAB 7.0 is used for our calculations. We chose MATLAB as our programming environment as it 

offers many advantages. It contains a variety of signal processing and statistical tools, which help users in 

generating a variety of signals and plotting them. MATLAB excels at numerical computations, especially 

when dealing with vectors or matrices of data. 

One of the speech signal used in this study is given with Fig.6. Proposed voiced/unvoiced classification 

algorithm uses short-time zero-crossings rate and energy of the speech signal. The results of 

voiced/unvoiced decision using our model are presented in Table 1.  
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Fig.6: Original speech signal for word “four.” 

 

Table 1: Voiced/unvoiced decisions for the word “four” using the model. 

Frames 

For word “four”,  

Sampling frequency fs=8000Hz 
ZCR Energy (J) Decision 

Frame-1 (400 Samples) 152 0.0018 Unvoiced 

Frame-2 1(200 Samples) 52 0.0543 Unvoiced 
Frame-2 

Frame-22(200 Samples) 19 21.1189 Voiced 

Frame-3 (400 Samples) 41 186.6628 Voiced 

Frame-4 (400 Samples) 41 230.5772 Voiced 

Frame-5 (400 Samples) 43 252.98 Voiced 

Frame -6(400 Samples) 56 193.70 Voiced 

Frame-71(200 Samples) 31 27.2842 Voiced 
Frame-7 

Frame-72(200 Samples) 30 25.960 Voiced 

Frame-811(100 Samples) 24 3.4214 Voiced 

Frame-812(100 Samples) 11 0.4765 Unvoiced Frame-8 

Frame-82(200 Samples) 19 0.166 Unvoiced 

Frame-9 (400 Samples) 89 0.0054 Unvoiced 

 

In the frame-by-frame processing stage, the speech signal is segmented into a non-overlapping frame of 

samples. It is processed into frame by frame until the entire speech signal is covered. Table 1 includes the 

voiced/unvoiced decisions for word “four.” It has 3600 samples with 8000Hz sampling rate. At the 

beginning, we set the frame size as 400 samples. At the end of the algorithm if the decision is not clear, 

energy and zero-crossing rate is recalculated by dividing the related frame size into two frames. This 

phenomenon can be seen for Frame 2, 7, and 8 in the Table 1.  
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4. Conclusion 

We have presented an approach for separating the voiced /unvoiced part of speech in a simple and 

efficient way. The algorithm shows good results in classifying the speech as we segmented speech into 

many frames. In our future study, we plan to improve our results for voiced/unvoiced discrimination in 

noise. 
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