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Abstract

Automated grading systems have been in use for several years. These systems automate part of the grading process by compiling, executing and testing student submitted source code. However, such systems often fail to include a mechanism to allow instructors or grader to provide free form comments on student work. One must resort to other methods to provide feedback to students.

This paper presents the development of a feedback mechanism that streamlines the grading process for instructors and teaching assistants. A web-based grading tool has been developed that allows course staff to enter comments for student programs directly through a web browser. This tool is tightly integrated with Web-CAT, an automated grader. The result is a one-stop web-based interface for students to receive all of their feedback.

We present the results of an anonymous survey of computer science professors from different universities on their expectations with respect to TA grading activities for programming assignments, as well as the learning outcomes these professors desire for their students. In addition, we present the results of interviews with teaching assistants in introductory programming level courses to learn about the different grading methods they use when grading programming assignments. Finally, we report on a usability evaluation of the tool itself and discuss directions for future work.

1. Introduction

Automated grading systems have been in use in Computer Science education for several years. Numerous systems have been developed that automate the process of grading by compiling, executing and testing student submitted source code. However, such systems often fail to include support for free form comments provided by instructors or grading staff. Instead, instructors or teaching assistants have to resort to other methods to provide their feedback to the students.

This paper presents a web-based grading tool that allows course staff to enter comments on student programs directly through a web browser. This tool is tightly integrated with Web-CAT, an automated grader. The result is a one-stop web-based interface where students receive all of
their feedback. We present the results of an anonymous survey that was sent out to Computer
Science professors to gather information on their grading practices when assessing programming
assignments. In addition, we present the results of interviews with teaching assistants in
introductory programming level courses to learn about the different grading methods they use
when grading programming assignments, and the difficulties they face. Information gathered
through these two channels served to form the requirements for our tool design. Finally, we
present our tool and an initial evaluation of its functionality.

2. Related Work

Feedback is an important part of teaching and learning. Instructors provide feedback to students
to evaluate their work, to inform them of their mistakes and suggest corrections, and to help
students improve their efforts. Feedback is usually provided verbally or in written form—either
written by hand or typed using a computer. Price and Petre\textsuperscript{17} compared the nature and quality of
assignment feedback provided on paper and in electronic form. Their results showed that the two
methods are comparable. Using electronic marking as a medium of providing feedback did not
impair students’ or instructors’ ability to communicate effectively. Price and Petre also showed
that electronically managed assignments offer less administrative overhead and faster turnaround
time.

\textit{Web-CAT}

Many educators have used automated systems to assess and provide rapid feedback on student
programming assignments (for a more in depth review of the literature see\textsuperscript{20,4}). While these
systems vary, they typically focus on compilation and execution of student programs against
some form of instructor-provided test data. Virginia Tech is actively exploring an alternative
approach where students write their own test cases and are graded in part on the quality of their
own testing efforts. As a result, we have designed and implemented a general-purpose
automated grading tool and incorporated it into Web-CAT, the Web-based Center for Automated
Testing\textsuperscript{5}.

Web-CAT is a web-based application implemented using Apple’s WebObjects framework\textsuperscript{21}. It
is designed to be language independent, and is currently used for grading program submissions
in six languages, including Java and C++. For Java, it uses open-source tools such as
Checkstyle\textsuperscript{2} and PMD\textsuperscript{14} to perform static analysis of coding and commenting style and to spot
potential coding issues, and uses the commercial tool Clover\textsuperscript{3} to instrument student code for
coverage analysis.

In operation, students submit programming projects through a web interface, or directly through
a plug-in within their IDE. The Web-CAT Grader compiles student code and tests together,
exectues all the student tests, optionally executes additional instructor-provided tests, and uses
the results to assess the validity and completeness of student testing. Static analysis and stylistic
checks are also performed when possible.

The reports produced by the various assessment tools are merged into one seamless source code
markup report that is viewable on the web by the student. This unified feedback report shows
overall summary information, including the score, compilation problems, and test run results, as
well as detailed file-by-file feedback on the submission. The TA markup capability discussed in
Role of Automated Systems in the Grading Process

Instructors teaching Computer Science courses, particularly introductory courses, often find themselves overburdened with work and do not have enough time to do a thorough assessment of students’ programming assignments. As a solution, automated grading systems have been developed and have achieved some success in improving the grading of assignments. These systems undoubtedly provide additional benefits in terms of consistency, thoroughness and efficiency in assessing student programs. Most support the electronic submission of student assignments (e.g.,$^8$), with many also supporting the automatic compilation and execution of student code against some instructor-provided tests or test data (e.g.,$^8,18,9$). A smaller number of such systems also supports electronic markup of student code in some form (e.g.,$^{15,16,11,13}$) and the automatic return of results.

The biggest advantage of many automated tools is that they support the work of instructors and teaching assistants by automating various aspects of the grading process. They maintain consistency in grading and provide timely feedback to the students. The instructors and teaching assistants can then spend their grading effort on deeper issues such as style, design and documentation.

Although such systems help instructors and teaching assistants, very few support actual markup of the student code. Some graders follow the usual practice of printing out the student code and making comments and point deductions on the paper copy itself, which is then handed back to the student. Others read student code by retrieving it electronically, and then make comments on a separate document that is then mailed back to the student. The efficiency of the grading process achieved by the use of automated systems is not maintained during the later, more important steps in grading, i.e. TA feedback and return of student assignments.

Systems That Support Online Marking

The work of Popyack, Herrmann, Char, Zoski, Cera and Lass at Drexel University$^{15}$ is the most relevant to our work. They have developed a marking methodology that combines the electronic and paper grading approaches. They considered the advantages of both of these methods and present a solution that allows graders to write free-hand comments on a student’s electronic submission using pen-based Tablet PCs. This style of feedback closely resembles traditional pen and paper grading and represents the final document in digital form for better archiving (as seen in Figure 1). They make use of Adobe Acrobat$^1$ to markup documents.
3. Survey of CS Professors

In order to understand how Computer Science professors grade programming assignments, an online survey was prepared and announced on the mailing list of the Special Interest Group on Computer Science Education (SIGCSE) of the ACM. The survey goals were to elicit responses from professors about their grading practices, and to gather information about the expectations they have with respect to TA grading activities. Sixty two people responded. All participants had prior experience in grading student programming assignments.

Results

On average, most graders (63%) spend 10 or more minutes on each student’s assignment. Most (96%) provide 15 comments or less per student assignment. Overall, most professors were satisfied with the quality (27 agree, 16 strongly agree) and the quantity (33 agree, 13 strongly agree) of the feedback provided to students. A rubric was a common method used for grading assignments, and most respondents believe that the rubric is a useful tool to assess the student’s work (34 agree, 16 strongly agree).

The survey also asked professors to rate the relative time (as a percentage) spent on providing programming assignment feedback in different categories: commenting, indentation, naming, design, control flow, correctness/bugs, and student testing. Almost 50% of the graders feel they do not spend enough time providing feedback on student testing and 36% feel they do not spend enough time grading design issues. On the other hand, around 14% of graders spend too much time on grading for correctness/bugs and seven percent spend too much time checking the quality and adequacy of student commenting. The percent distribution is shown in Figure 2. Given the time constraints on grading and the requirement that feedback be provided in a timely manner, it is no surprise to see that the two most time consuming activities (grading design and evaluating student testing of their code) were the ones that need more time devoted to them.

![Figure 1. Electronic Markup in Popyack et al.](image-url)
The survey also asked professors about the impediments that graders face when providing feedback to students. The question used a scale with the options: “Not at all”, “Very Little”, “Somewhat”, “To a Great Extent.” The three impediments that are relevant for this paper are: too many assignments, not enough time to do a thorough job, and poor testing done by the student before submission. The graphs below show the distribution of the responses. About 70% of the graders agree that clerical tasks of managing student assignments and returning results are obstacles in the grading process.

Thirty two out of sixty two responses stated that students turn in their source code print-out for the graders to read and assess. Almost an equal number of responses mention the use of an electronic submission system. About 65% of graders write their comments on a paper printout and primarily use plain text with occasional arrows, circles and lines to point out source code issues. One person stated that s/he provides “hand written” comments, typing them would be preferred but it is not done “simply as a time factor issue.” From those that provide comments electronically, one “include[s] a link to a Web document that contains the instructor's solution at the relevant line in the instructor's solution source code.” Comments are provided directly in the code in some cases, or as “short comments” as part of the student’s score file that is e-mailed back to the student in many others. Some feedback was also given verbally “during the demo” of the program.

To assess student assignments for correctness, many graders either hand-execute the assignments against instructor provided data or use support software to execute the file(s) and compare the results with the professors’ output. Some use a combination. One professor stated, “I have the automatic grader send all output to a big file which I examine manually. When appropriate I use diff to compare student output to correct output.”
Almost half of the responses stated that the biggest disadvantage of the grading method was that their grading process was time consuming and sometimes “inconsistencies can creep in even though a rubric is used.” One person felt that the process was “time consuming and subjective ~ high variability.”

**Summary**

We have seen that despite the numerous developments in systems that automate the grading process, many instructors still use a paper-based grading method. The reason could be that most automated systems are developed in-house and only provide support for the most basic form of feedback (program execution). Professors still find it difficult to grade assignments in big classes and prefer to automate the testing process if possible. Most of the professors do code markup on paper and many feel that they do not get adequate time to grade for code design and student testing.

**4. Interviews with Teaching Assistants**

In addition of the survey of professors, we conducted interviews with teaching assistants (TAs) to understand their perspective on the grading process. The interviews focused on getting a thorough understanding of the different grading methods used by TAs and their relative advantages and disadvantages. Six TAs at Virginia Tech who had experience using different grading methods (both electronic and paper) were selected for these interviews. Each interview took about 60 to 80 minutes. Two general findings are reported here: how the TAs organize the submission files while grading, and how markup is done.

**File Organization**

All six TAs used the same method of organizing files while grading submissions. TAs maintained a folder (submission folder) with the submitted source files for all the student assignments sorted alphabetically. They would go through the submissions in order and use appropriate software to read the source code files. As they would finish reading a student’s code, they would type their comments as well as the overall score in a plain text file and save it in a different folder (results folder) using the student’s e-mail ID as part of the file name. They would then move the students’ source code from the submission folder to a third folder (graded folder) to keep track of their progress. After all the files were graded and moved to the graded folder, a script would be used to e-mail each student his or her results file.

The plain text feedback file would contain a few statements from the TA and a common header usually placed at the beginning or at the end of the document. This header shows a summary of the deductions taken and other information, like the TA name, course name, and assignment.

TAs sometimes wrote a header template in another text file so that they could copy and paste it in each new grade report. All they would do then is fill out the missing fields in the header. TAs also included the scores produced by any automated compilation tool as a part of the deduction summary.

The organization and movement of files in the three folders sometimes became cumbersome for the TAs. Such work can become confusing, particularly when a TA needs to go back to a previously graded assignment to make modifications. This method of grading also requires a lot
of time. TAs must be meticulous while writing comments because they have to explain in a clear way where and why the points were taken off in the student’s assignment. Using a single file to provide feedback also indirectly encourages a TA to provide more general, overall comments for an assignment, since it is more difficult to identify specific features of the student’s submission. For example, a TA would make a comment that “you have used upper case letters for some variables” or “you could have used a do while instead of a while loop”. But the TA would not point out the specific variable or file or function to which this comment referred.

**Code Markup**

Two TAs out of the six interviewed had used Adobe Acrobat for marking up code electronically. As with the process described above, TAs maintained a folder of students’ source code files in PDF format sorted alphabetically. The difference is that when using Acrobat, the TA can directly entered comments in the PDF files themselves. Thus, the TA does not have to maintain a separate folder of text file grade reports. Acrobat has a feature to enter comments in the form of a pop-up note. TAs used this feature to write comments on student files and sometimes make this comment point to a specific line in the source code for emphasis. The disadvantage here is that these pop-up notes are not embedded in the code well and tend to move away from their original location as the user scrolls through the file. TAs claimed that it took them some time to learn the markup features of this software. Other markup features used included inserting images/icons and highlighting lines with color. When done with an assignment, the TA can move the files to another folder. When all grading is complete, a script can be used to e-mail the annotated PDF files back to the students.

Even though this method of grading reduced the overall grading time of the TAs, they still did not like the way they had to organize students’ files. TAs also had to manually calculate the score summary for each student’s assignment file. However, they felt that the markup features of this software helped them provide better feedback to the students by making their comments more understandable and readable.

**Observations**

The interviews with TAs helped us understand the problems they face while grading students’ submitted assignments. TAs usually spend a lot of time organizing students’ source code and report files. They find it difficult to point out mistakes or to provide corrective solutions. They also find it tedious to copy and paste comments that point out the common mistakes made by many students. TAs stated that they prefer to have an automated way to total up the point deductions made and add the header block for every report file that is sent out to the students.

**5. Requirements for an Ideal Solution**

Based on our survey of Computer Science professors and our interviews with TAs, we describe in this section the “ideal” solution. This serves as a set of requirements for a tool that will allow instructors and teaching assistants to markup a student’s submitted source code files. A grading tool that supports direct markup of code should have the following features:

- Insert, edit and remove comments for any line of the source code using mouse clicks or using a pen-based interface. Allow comments to be entered about a group of lines.
• Assign a category for each comment made so that types of errors can be classified easily and accounted for in the summary of points.

• Support some form of visibility of the comment by selecting who can view the particular comment. E.g. Professors only, Professors and Teaching Assistants, etc.

• Save the comments and update the overall scores based on the deductions made by the user. The grader can resume grading at any time and find the file in the same state as he/she had left.

• Track the progress of grading, so that one can see which student assignments have been completed, or which files within a submission already have been reviewed.

• If possible, this functionality should be a complement to existing testing services for program grading. This will allow the grader to focus on providing feedback based on design issues and have automated tools test for functionality and/or assignment coverage.

• The feedback provided to the student should include a combination of style, design, testing, and other feedback in a single “format” (e.g. same report).

• The commenting tool should be integrated with a tool that supports online submission of assignments, distribution of feedback back to students, and archival of student submissions.

6. Direct Markup in Web-CAT

In this section, we discuss the grading tool that supports direct markup of student code. The tool is integrated with Web-CAT and uses a “What You See Is What You Get” (WYSIWYG) editor. The TA can enter comments associated with any line of code. The comments most recently entered are stored together with the points taken off for each comment in a “history list.” This allows the TA to reselect the most common error from a menu and reuse the comment and the point deduction. Grading can be done in multiple sessions, and the tool will keep track of the state of the grading process. The scores are automatically tabulated and include scores from other automated grading components as well as the points deducted by the TA by hand. The tool addresses other concerns, such as security, that are beyond the scope of this article. More discussion can be found in [Vastani 2004].

![Web-CAT interface](image)

**Figure 4. Selection of Students**

The following example, supported by screenshots, will walk us through the steps a TA takes while grading the assignment using the direct markup interface of Web-CAT. The TA is grading...
an introductory programming level course CS 1705 and uses the Web-CAT system to make comments on a student’s submission for Program Assignment #2. Figure 4 shows the list of students and the scores they received during the automated phase of grading. In this example, the TA has already started grading Joe Hokie’s assignment and has given him a score of 41 points but has not finished grading the entire assignment yet. S/he now has the option of going back to grade the remainder of Joe Hokie’s assignment or to start grading Guy Smart’s submission.

Figure 5. A students grade report, as viewed by the TA

Once the TA chooses to return to Joe Hokie’s assignment, s/he has to select which one of the files to grade, as shown in Figure 5. The check marks next to the last three class files indicate that the TA has already finished grading those files. The table also shows the number of remarks generated by static analysis tools or by the TA, the deductions, and the percentage of code executed by the student’s test cases. At the bottom of the page is a text box where the TA writes any overall comments s/he has for the assignment and edits the final score if necessary. S/he clicks on the edit icon next to the first file (TrashCollector) to enter comments for that file. This brings up the markup editor, shown in Figure 6.
Figure 6 shows the WYSIWYG interface of our grading tool. The tool supports adding new comments, editing comments, and removing comments. New comments can be created by selecting the line and creating a comment or selecting the line and then selecting a previous comment from the history list to be reused. Comments include the name of the author (usually the grader), a textual description, a category, and the point deduction. The categories available are Error, Warning, Question, Answer, Good, Suggestion, Extra Credit (in order of severity). The comment can include font style (bold, italics, and underline), and can also include a hyperlink to another web page.

Figure 7 shows one of the comment boxes shown in the formatted source listing. These boxes can either be TA-generated or tool-generated. For boxes generated by one of the testing tools, the comments are not editable. The box mentions the source of the comment: the TA’s name, the instructor’s name, or the name of a static analysis tool that generated the feedback message (e.g., PMD, Checkstyle, etc.). Figure 7 is an example of a user-generated comment box. It has been inserted for line 120 which has been executed 7 times. This new comment is labeled as a 'Suggestion'. Each category has a color, an icon and (optionally) a point deduction associated with it. The icon here is a small light bulb and line 120 has been highlighted in yellow.

<table>
<thead>
<tr>
<th>TA</th>
<th>Tools/Testing</th>
<th>deductions</th>
</tr>
</thead>
<tbody>
<tr>
<td>TrashCollector</td>
<td>-2.0</td>
<td>-6.1</td>
</tr>
<tr>
<td>others</td>
<td>-2.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Total</td>
<td>-2.0</td>
<td>-6.1</td>
</tr>
</tbody>
</table>

Figure 8 Sample Deduction Summary Table
Figure 8 shows the deduction summary table present at the top of the grading page in Figure 6. This table provides the TA with information about the deductions made for the current file as well as other files in this student’s submission. The deductions made by the TA are shown alongside those generated through automated analysis (labeled “Tool & Testing”). In this example, there are no deductions made for the current TrashCollector file.

Once the grading is done, the TA can view the final grade report, as shown in Figure 9. This is the view of the report that the student will see. The page displays the score summary with respect to Design/Readability, Style/Coding and Correctness/Testing. Any overall comments made by the TA on this assignment appear next. This summary page also shows the list of files—the student can click on any file to view the inline comments made by the TA. Finally, this page shows the results produced by running student-written tests together with an estimate of how thoroughly the students solution covers the required behavior.

One advantage of the Web-CAT system is that the TA does not have to save and email the grade report back to the students or update any scores in a different spreadsheet. Once the TA is done with grading, s/he clicks on the Finish button. A notification e-mail is automatically sent to the student informing him or her that their assignment has been graded and feedback is now available to view online. The student can then log into the system and view the grading report shown in Figure 9.

7. Usability Evaluation of System

After our new markup interface was developed and added to the Web-CAT grading system, we interviewed four TAs that had an opportunity to use it. The TAs were asked their opinions about our new markup interface. Two TAs were clear victims of “new software syndrome” and were reluctant to use the new system. Instead, they continued to use their old method of writing comments and did not explore the new features. They assumed the new system to be complicated and imagined that it would take too much time to learn and adjust to the new way of grading in the middle of the semester. The other two TAs used the new interface to provide comments. Overall, they were very happy with this new way of grading.
There were three key features they liked and felt were advantageous in the new interface:

**Points summary/Header on top of page:** One of the biggest complaints that TAs had with the other methods of grading was the absence of some kind of a header to provide information such as file name, point deductions, the total points assigned, etc. They found the process of creating a header table and manually copying & pasting in all other report files very tedious. The header on our interface is a summary table that has the point deductions made by the TAs and the automated tools for the current source file and the other source files in a student’s assignment.

**Ability to write inline comments:** TAs really liked the way our new grading interface allowed direct mark up the student’s source code. During the interview, a TA commented, “*Sometimes I had to copy and paste the code in the overall comment box to let students know what line of comment has the error*”. By providing inline comments directly in the source code file, TAs could easily point out errors in any line and provide solutions to it. TAs also felt that the inline comment boxes looked consistent and emphasized their comments.

**Accessing history of comments written earlier:** Another factor that the TAs found bothersome about the other ways of grading was the extra effort to rewrite or copy and paste the frequently used comments. “*I wish I didn’t have to type the same comments over and over again. What I do now is type it in a separate text file and then copy and paste it whenever needed*” said a TA. The history list not only stores the twenty most recently used textual comments written by the TA, but also the point deductions, category and visibility. This helps the TA maintain consistency and fairness in grading all student assignments. TAs also felt that this feature would greatly reduce grading time since many students tend to make common mistakes.

The TAs also provided some suggestions that point areas of improvement for our work:

**Having many comment boxes affects code readability:** A TA claimed that “*Extreme coloring and large number of comment boxes, makes the code look cluttered and unreadable*”. It was difficult to read the source code lines between the multiple comment boxes inserted by the TAs, PMD tool and Checkstyle tool. TAs found it troublesome to scroll the code window since the increased number of comment boxes took up too much space. They suggested that if the comment boxes can be minimized somehow (like the post-it feature in Adobe acrobat), the source view would look cleaner and more readable. Also TAs felt it would be convenient to include a feature to toggle on/off the comment boxes inserted by the automated tools (PMD and Checkstyle) since they sometimes found it hard to spot out their own comments.

**Providing comments for a block of code:** One TA felt that certain comments not only apply to one line of code but also to multiple lines. For example, if a student’s logic in the while loop was incorrect, then the TA would want to highlight the entire loop to show the error. The TA therefore suggested that if the new interface had the feature to highlight multiple lines of code and apply a comment box to it, he/she could provide a better solution for the error thus increasing the quality of feedback.

**8. Discussion and Future Work**

In this paper we have presented our work on creating a code markup tool that is integrated with Web-CAT, and online automated grading system. We have shown how our tool tries to
streamline the grading process by helping the instructors and teaching assistants focus more on the deeper issues of grading while the automated tools do the work of assessing for correctness as well as checking for testing coverage and other stylistic considerations. The system also automates the return of the results back to the students, and archives student assignments which can easily be accessed online.

Our work was motivated by a survey of Computer Science professors and interviews of TAs on how they do their grading of programming assignments. We tried to build a system that addressed their needs. The system has been in use at Virginia Tech for close to a year.

In the future, we want to expand our grading tool to support peer review of other student assignments by presenting a student with the same interface and features that the TA sees during grading. The only difference is that during peer review, students cannot make point deductions or modify the comments made by the professors or teaching assistants. The peer review feature is still under development and will be integrated into Web-CAT in the near future.

We are also exploring how to provide direct markup of code using a Tablet PC instead of a web based interface. We expect this functionality to be integrated with Web-CAT but not to be available for another year or so.

Finally, we have completed support for Eclipse and BlueJ to further automate the submission process. Our students develop their projects on their personal computers. The development environment has an option to automatically send their project directly from their environment to Web-CAT.
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