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Abstract 

During Apollo-11 project, countless scientists, engineers, technicians worked behind the scenes to ensure 

that both the solutions and the execution of the detailed flight plan was a success. It is our goal to create an 

interactive application that allows users to explore NASA’s archive of Apollo missions. The application is 

specifically aimed at younger users, on the purpose of engaging K-12 students, inspire them to grow interest 

to get into scientific fields of study, and promote the positive nature of the space program. 

Approach 

Our system has been developed using NASA’s Apollo program, which are among the most complex 

operations executed from scientific, technological and operational perspectives [2]. A typical mission lasted 

between 7-to-10 days, and vast quantities of data such as audio, video, pictures, telemetry, etc. were 

collected. Audio data consists of 29 simultaneous tracks of data, which includes space-to-ground 

communication, back-room loops, flight director loop, public affairs officer loop, etc. The sheer complexity 

of information makes it hard to narrate the story of one of the greatest achievements of mankind. Through 

Apollo Archive Explorer (AAE), we wish to provide simple access to complex information. A new web-

based platform is designed, where the user has the ability to choose the level, depth and kind of information 

they wish to review. 

The proposed tool uses mission time to collate multiple sources of information in a single framework. By 

doing so, every piece of information in the system is mission-time-tagged. At the highest level, two types 

of information have been attached to the mission timeline, namely, raw and processed information. By raw 

information, we refer to mission related audio, video and image data that is typically available online in the 

public domain. Additionally, we have also developed a specialized 30-track head as shown in figure 1 

which digitizes audio to extract audio channels from the original 30 track analog tapes of Apollo mission 

shown in figure 2. 

 
Figure 1: 30 Track Head  

Figure 2: 30 track Analog Tapes 

 



We have completed digitization of 19,000 Hours of audio data from Apollo 11, Apollo 13 and Gemini 

missions. This enormous audio archive is the first of its kind of an organized missions based speech data. 

On the other hand, time-tagged processed information of the audio data is generated for analysis in the 

entire mission timeline. Given our research background in audio, speech and text processing, many 

parameters related to behavior [1], sentiment [5], topic, conversation turn-taking [3], Laughter and filler 

[6], speaker voice characteristics, etc., are generated from audio. However, the tools architecture is general, 

and would allow other researchers, users and enthusiasts to add their own information tracks. For example, 

the tool could be incorporated into STEM curriculum for K-12 students in various subjects such as 

astronomy, physics, engineering, etc. Course developers could design projects, assignments, illustrations, 

etc. using context from the mission. By time tagging this information, a new interactive learning experience 

would be created for the students. It is also possible to develop a kiosk version of the proposed system for 

museums, where visitors receive an interactive experience and can explore various aspects of the Apollo 

mission that is suitable to their interest. It is useful to note that although the current system is populated 

with Apollo data, it is possible to use the system with other missions as well. 

Results: 

An interactive web experience platform was created where users could scan mission time and 

across Apollo audio along with other metadata (such as images, videos, etc.) on a web browser. 

This system was exhibited at the Perot Museum (Dallas, Texas) during Engineers in an attempt to 

engage K-12 students and to promote STEM education. We  participated in the Engineers Week 

presentation at Perot Museum wherein a web based display interface was developed which would 

guide viewers to go through an interactive visualization that uses audio, videos, images and games 

to educate and motivate them in STEM streams. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3: Interactive Web page of the Apollo Archive Explorer https://app.exploreapollo.org/   

 

https://app.exploreapollo.org/


Out of many parameters that can be extracted using speech, the chord diagram in figure 4 shows 

the interaction analysis between speakers during a conversation. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4: Chord Diagram showing Interaction analysis across speakers. 

 

This diagram shows the quantitative interaction between speakers in a very lucid way for inter-

speaker dynamics understanding. 

Conclusion: 

 

The interactive platform for exploring NASA’s archive of Apollo-11 mission, provides a pleasant 

environment to young students, to understand the role of science, technology, engineering and 

mathematics (STEM) perspectives of one of the largest engineering achievement in human history. 
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