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Using an Instrument Blueprint to Support the Rigorous Development of  
New Surveys and Assessments in Engineering Education 

Abstract: 

Many sound methods exist for creating the items or questions that make up educational surveys 
and assessments. These methods include the use of content experts, reviews of existing 
instruments, and lists of behaviors and descriptors commonly associated with the construct(s) we 
wish to assess. Unfortunately, however, item creation sometimes becomes overly dependent 
upon a researcher’s personal attitudes about the construct(s) being tested, or on “borrowing” 
items from other instruments that may or may not be sound measures of the construct(s) of 
interest. These risks are particularly likely for new researchers in engineering education, who 
may have little experience with best practices in social science research.  

One way to support best practices in the development of new surveys and assessments is to use 
an instrument blueprint to guide the creation of items, as well as the collection of validity 
evidence. This paper outlines a process for instrument blueprint creation and content validation 
to help support best practices in educational assessment. Based on Messick’s unified theory of 
validity1, the instrument blueprint includes a process for item construction that incorporates 
multiple resources, including: (1) the views of content experts; (2) research from the relevant 
domain of interest; (3) reviews of existing instruments; and (4) the expertise of the research 
team.  

This paper uses the development of a new instrument to measure engineering innovativeness as 
an illustrative example of the blueprinting process. Our new instrument will assess 20 
characteristics of innovative engineers as identified by in-depth studies of expert engineering 
innovators in previous research2. This work highlights the positive impact of using a systematic 
process for item construction to transform current methods of assessment in engineering 
education.  

1. Introduction  

Within engineering education assessment, instruments are used for a wide range of activities, 
from the general evaluation of programs and classes3, 4 to more specific studies regarding student 
perspectives and beliefs5. Shartrand et al.4 point to a lack of valid and reliable assessment tools as 
a weakness in engineering education, and although they were working specifically in the context 
of engineering entrepreneurship education, we feel this statement can be generalized to 
engineering education on the whole. According to Downing and Haladyna6, validity is the most 
important consideration in test evaluation and refers to the appropriateness, meaningfulness, and 
usefulness of the specific inferences made from test scores. Haynes et al.7 go on to warn us that 
data from an invalid instrument can “over-represent, omit, or under-represent some facets of the 
construct and reflect variables outside the construct domain”.   

The use of unreliable and/or invalid instruments in engineering education could lead to the 
inaccurate measurement of student outcomes and perceptions, incorrect program and class 
assessments, as well as a general misrepresentation of the current state of engineering education. 
In this paper, we propose a structured methodology for the initial steps in instrument 
development, with special attention to item creation. We believe the adoption of this 
methodology could lead to more rigorous and robust instruments for engineering education 
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assessment. We begin with a standard process model based on the work of Messick1, Downing 
and Haladyna6, and Haynes et al.7, which we illustrate using a construct from our own work. We 
begin by reviewing the background research that lead to our current work; we then define twenty 
characteristics of an engineering innovator and select one to use as an illustrative example of the 
blueprint process. In the context of this paper, we define an “instrument blueprint” to be the path 
or process plan that guides the content definition and item creation of an instrument. We present 
the blueprint to create an item set to be used in initial pilot testing; this process begins with 
identification and refinement of the construct, moves to the creation and refinement of behavior 
matrices, and ends with expert review and additional refinement of items.   

2. Theoretical Framework  

In highlighting the importance of an instrument’s validity in the context of score interpretation, 
Messick notes that the construct validity of score interpretation undergirds all score-based 
inferences.8 In short, score interpretation is dependent upon the validity evidence collected for 
the instrument itself, making the rigor of the development process for instruments of critical 
importance. In this section, we present the theoretical framework of the proposed blueprint; we 
feel the blueprint presented in this work will aid in the development process for instruments by 
removing the guesswork in the initial phases of instrument creation, as well as bolstering the 
validity evidence of instruments.  

Content relevance and representativeness are the first steps towards developing a sound 
instrument and are the focus of the instrument blueprint. Content relevance and 
representativeness refer to the range and limits of content coverage – i.e., the boundaries of the 
construct domain to be assessed. Test items are the building blocks of any assessment 
instrument, and by nature, they specify the content domain of the instrument. In other words, 
sound instruments are composed of sound items that generate support for the instrument in the 
collected body of validity evidence. Sound items are grounded in a theoretical framework and 
are representative of and relevant to the content domain of interest. In the following sections, we 
review Messick’s unified theory of validity1, which provides a more general overview of the 
entirety of the instrument development process, as well as the works of Downing and Haladyna6, 
and Haynes et al.7, which provide more specific insights into construct development, test content, 
and item creation.  

2.1 Messick’s Unified Theory of Validity 

Messick1 defined validity as “an overall evaluative judgment of the degree to which empirical 
evidence and theoretical rationales support the adequacy and appropriateness of interpretations 
and actions based on test scores or other modes of assessment.” According to Messick’s theory, 
validity can be differentiated into six aspects – i.e., content, substantive, structural, 
generalizability, external, and consequential – with definitions as follows:  

 Content Aspect: includes evidence of content relevance, representativeness, and technical 
quality 1, 9 

 Substantive Aspect: refers to theoretical rationales for the observed consistencies in test 
responses1, 8 

 Structural Aspect: appraises the fidelity of the scoring structure to the structure of the 
construct domain at issue1, 10 
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 Generalizability Aspect: examines the extent to which score properties and interpretations 
generalize to and across population groups, settings, and tasks1, 11, 12 

 External Aspect: includes convergent and discriminant evidence from multitrait-
multimethod comparisons, as well as evidence of criterion relevance and applied utility1, 

19, 20 
 Consequential Aspect: appraises the value implication of score interpretation as a basis 

for action, as well as the actual and potential consequences of test use, especially in 
regard to sources of invalidity related to issues of bias, fairness, and distributive justice1. 

To illustrate the structure of Messick’s theoretical model, Purzer and Cardella15 transformed 
Messick’s unified theory into a process diagram for instrument creation, as shown in Figure 1. 
The diagram in Figure 1 outlines a path that instrument developers should follow as they collect 
validity evidence while creating an instrument. It begins with an identification of purpose of the 
instrument, as well as the intended audience. Purzer and Cardella then illustrate a multi-faceted 
review of the state of the field, including a literature review on relevant theories, an instrument 
review on relevant instruments and scales, and a stakeholder analysis, which could include input 
from experts in the field of focus.  The diagram then moves through the six aspects of Messick’s 
theory of validity and highlights activities and tasks at each step. In this work, we pay specific 
attention to the steps highlighted in the content and substantive aspects of validity in Figure 1.  

Figure 1. Purzer and Cardella’s diagram for development of valid measurement instruments15 
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The content and substantive aspects focus on content relevance and representativeness, or the 
characteristics of the content domain that is being assessed. The content aspect of construct 
validity serves to specify the boundaries of the construct domain, or the determination of the 
skills, traits, knowledge, and attitudes that are related to the relevant construct. The content 
aspect requires that the tasks or behaviors to be assessed are both relevant to and representative 
of the construct domain. Typically, content relevance and representativeness are assessed by 
expert professional judgment1, 6, 7, 9.  

With regard to the substantive aspect of construct validity, Messick notes: “The substantive 
aspect refers to theoretical rationales for the observed consistencies in test responses, including 
process models of task performance, along with empirical evidence that the theoretical processes 
are actually engaged by respondents in the assessment tasks.”1 In other words, the substantive 
aspect of content validity adds empirical evidence to the content aspect, in that it supports with 
test data the theoretical foundations defined in the content aspect of construct validity. This 
aspect is primarily concerned with the processes representative of a construct and can be 
evaluated through a variety of exercises, such as “think-aloud” protocols. The point of such 
exercises is to validate that the tasks or items in the instrument evoke a process/response from 
the respondents that is consistent with the construct.  

Development of an instrument blueprint refers to the identification of behaviors, tasks, skills, and 
knowledge related to the construct to be tested; the open-ended surveys and consultation with 
content experts both serve to confirm the blueprint. Once the behaviors, tasks, skills, and 
knowledge of the related construct are identified, item writing principles1, 6, 7, 15, 16 are used to 
guide the formatting and content of the items. This is followed in the process by a pilot test with 
a sample representative of the final population(s) for whom the instrument is intended. Content 
creation during the blueprint development stage can be a difficult task, and boiling that content 
down into a list of cohesive items can be challenging. Downing and Haladyna6 proposed an ideal 
process for test item development, as discussed in the following section.  

2.2 Item Development 

As Downing and Haladyna6 note: “The gathering of supporting evidence for validating a specific 
test use or interpretation must begin with a careful and systematic approach to the task of 
creating the test items.” This statement highlights the importance of using a standard method for 
content creation, as well as item development. Haynes et al.7 suggest that content creation for a 
specific instrument begin with content definition, or, in other words, with defining the scope of 
the construct domain.  

Carefully defining and differentiating the construct to be evaluated is an important first step in 
instrument development that should not be overlooked. Content definition refers to the selection 
of the survey/instrument domain and associates the construct that is to be measured with the test 
specifications and items. This first form of validity evidence clearly defines the boundaries of the 
assessment. Job-task analysis is often suggested as key in defining the content of a survey or 
instrument and simply involves evaluating the construct in its “natural environment”. Content 
may also be defined from extant literature or from existing theories that have been accepted by 
some panel of experts in the field6, 7.  
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The next step in item development suggested by the literature1, 6, 7, 8, 9 is the construction of a 
detailed roadmap of the instrument – i.e., the test specifications. The test specifications lay out a 
guide to ensure that items are both relevant and representative of the content domain being 
assessed – i.e., that the items are related to the knowledge, skills, attitudes, and behaviors to be 
assessed1. The test specifications define the type of content within the assessment, as well as 
specifying the size of each content category to be present in the survey instrument6. In future 
sections, we present an example of test specifications using our own research in engineering 
innovativeness. 

When creating items for an instrument, the content is typically based on expert experience, 
textbooks, or a thorough literature review. However, in order to verify that the content reflected 
in the items is representative and relevant to the domain of assessment, it is commonplace to 
organize a panel of experts to evaluate the item set. Typically, this panel of experts is composed 
of professionals with significant knowledge and/or experience in the domain being assessed. The 
panel is also briefed on what is to be assessed – i.e., the panel is explicitly told the definition(s) 
of the construct(s) being assessed and is instructed to evaluate the items with reference to this 
definition(s). This helps to avoid dissention amongst the experts on such things as content 
definition or theoretical framework, and helps maintains focus on the relevance and 
representativeness of the items1, 6.  

2.3 Proposed Blueprint for Item Creation 

Taking into account the theoretical frameworks described above, and paying specific attention to 
item development, we present an addendum to Purzer and Cardella’s instrument development 
diagram in Figure 2. This new diagram is a detailed representation of the tasks and steps required 
in the substantive and content aspects highlighted in Figure 1 (in the red box), and is the basis for 
the proposed blueprint process for content definition and item creation. The generalizability 
aspect, although included in the highlighted box of Figure 1, begins once pilot testing is 
complete and thus is not expanded upon in Figure 2.  

The purpose of this model is to provide clarity on the specific tasks and actions needed to 
develop test items with high content validity. The steps presented in Figure 2 represent the tacit 
knowledge pertaining to item development gained by this research team in the creation of a new 
instrument to measure engineering innovativeness. The inputs for each step are indicated by the 
colored circles in the top left of each step box, which may take the form of research data, extant 
literature, team input, and expert reviews. Inputs for our own work included previous research 
data (i.e., interviews with engineering innovators); literature related to traits, behaviors, 
knowledge, and skills related to innovativeness; input from the research team; and input from a 
panel of experts within engineering innovativeness.  
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Figure 2:Blueprint for Content Definition and Item Creation 

 

3.0 Illustrative Example  

3.1 Project Context  

The work described here is part of a long-term research agenda aimed at identifying and 
assessing the key factors of engineering innovativeness19. Specifically, our work involves the 
development of a socially constructed definition of engineering innovativeness, the development 
and validation of a new instrument to measure engineering innovativeness, and the creation of a 
benchmark database of engineering innovativeness among engineering students and 
practitioners.  
 
To date, we have completed a series of studies to develop and confirm a socially constructed set 
of key engineering innovativeness factors. After interviewing 53 engineering innovators about 
their experiences and qualitatively analyzing the interview data, we identified twenty unique 
characteristics of engineers who had demonstrated extraordinary innovative behavior17. This 
finding was corroborated by a separate focus group study17 and a modified Delphi study with 
150 engineering innovators drawn from academic, corporate, and entrepreneurial organizations2. 
An in-depth literature review was carried out to identify how constructs related to the 20 
characteristics are currently assessed (when such an assessment exists)18, leading to our current 
work in developing and validating a new instrument.  
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For the purposes of this paper, we will select one of the 20 key characteristics of an engineering 
innovator and illustrate the proposed process model for creating and validating items for a new 
assessment instrument. Specifically, we will walk through the steps used to derive items for the 
“curiosity” construct, beginning with domain definition19.   

3.2 Domain Definition and Construct Identification 

The first step in identifying the content domain and construct definition of “curious” involved the 
input of engineering innovators as content experts. Through interview analysis, an initial 
definition of the construct was derived; this definition was then subjected to further validation 
through a Delphi Study20. The Delphi study was conducted by recruiting experts in the field of 
engineering innovativeness. Experts were asked to rate their agreement with the current 
definition, suggest possible changes to the definition content, as well as rank each construct’s 
relative importance in a three-phase model of innovation (see Figure 3). The results of the last 
ranking helped guide the behavior matrix creation, which will be discussed in section 3.3. Final 
definitions for each of the twenty characteristics are presented in Appendix A.  

The final definition for “curious” that resulted from this study was “actively challenges 
themselves to learn or know more about something”. The steps highlighted above map to the first 
two blocks in Figure 2. The use of experts in the derivation of constructs, as well as the 
refinement of the content domain, was a key aspect of this research. These steps helped ensure 
that our constructs were differentiable and unique from past work, as well as to ensure the 
relevance and representativeness of the current state-of-the-art in engineering education, with 
specific regard to engineering innovativeness work.  

3.3 Test Specifications and Behavior Matrices  

After the definition of the construct domain, test specifications for the instrument were designed. 
Typically, test specifications highlight the content representation within the instrument. For 
example, a chemistry test may focus 50% of the items on content related to organic chemistry 
and 50% of the items related to inorganic chemistry. The purpose of the test specifications is to 
provide item writers with a guide for item construction and is used to dictate how many items are 
“dedicated” to each piece of the content domain of interest. For our purposes, the test 
specifications are an even breakdown across all twenty characteristics. In other words, the items 
of the final instrument should evenly represent each of the twenty characteristics, so if our 
instrument has 100 items, each characteristic will have five items related to its content domain. 
This breakdown was derived based on the initial interview analysis, as well as the results of the 
Delphi study.  

As mentioned previously, an important aspect of the Delphi study was ranking each 
characteristic’s relative importance with respect to the three-phase model of the innovation 
process. This three-phase model is presented in Figure 3. Although the process is presented 
linearly, we understand the process to be iterative in nature; this innovation model was also 
derived from data collected during initial interviews with engineering innovators17. 
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Figure 3: Three-Phase Innovation Process Model 

 

Experts were asked to rank the level of importance of each of the 20 characteristics in each of the 
phases of the innovation process or as dominant throughout the entire process. Participants in the 
Delphi study were asked to select up to 7 characteristics they felt were most important in each of 
the three phases, as well as 7 characteristics they felt were necessary or dominant throughout the 
entire innovation cycle. Results of these rankings are shown in Figure 4. Characteristics more 
important in the discovery phase (blue bar) were more frequently chosen by Delphi participants 
as among the top 7 characteristics and will have a larger blue bar in the figure below. This is true 
for each phase, with blue representing the discovery phase, orange representing the development 
phase, grey representing the implementation phase, and yellow representing dominant 
throughout the entire process. For example, Curious was frequently rated as necessary in the 
discovery phase of the innovation process, and as a result, has a larger blue bar than other 
characteristics in this phase. These lines represent the frequency with which participants selected 
characteristics as necessary or important; as a result, the overall length of each bar is an 
indication of the frequency with which a characteristic was selected at all.  

Figure 4: Rankings of Characteristics with Respect to Innovation Process 

 

After reviewing and editing the constructs based on the data from the Delphi study, our team 
began to review past research data, relevant literature, and related instruments for each of the 20 
constructs. Although general item writing principles1, 16 exist, they do not provide a structure or 

P
age 26.1657.10



process plan for item creation. As such, we constructed behavior matrices for each construct 
based on previous research, interview data, and the results from the Delphi study. Behavior 
matrices refer to a table or matrix composed of descriptive texts, derived from interview and 
Delphi data, literature, and existing instruments, that refer to and define the content domain for 
the construct of interest. These matrices form the basis of the initial item pool for each 
characteristic. The team derived approximately 15-20 behaviors per characteristic and sorted 
them based on their theoretical underpinnings. The team collected evidence from over 27 
existing innovativeness instruments, and the items (as well as underlying theories) were the basis 
of some of the behavior creation20. 

In order to generate a pool of behaviors that accurately represented each of the 20 characteristics, 
the behavior matrix was first broken down by phase. Then, relying on descriptive data from the 
interviews and Delphi results, behaviors were derived and sorted into each of the phases, per 
characteristic. For example, as previously stated, Curious was rated as being more important in 
the discovery phase; as a result, more emphasis was placed on creating descriptive behaviors of a 
curious individual that related to the discovery phase. This framework was used as a technique 
for item creation, not to ever be used in the final instrument. As an example of this type of 
behavioral description for Curious, we find the following displayed in Table 1:  “Asks questions 
to get to the root of the problem.” This describes a behavior related to problem definition, a key 
task early on in the innovation process, specific to the discovery phase. The purpose of these 
matrices was to provide the research team with a more structured approach for item creation; an 
example of the full behavior matrix for Curious is shown in Appendix B. After compiling 
matrices for each of the 20 characteristics, the behaviors were ranked by each research team 
member, and the top 7-10 behaviors from each characteristic were selected for review by a 
content validity panel. Behaviors are used here as the basis for items for the pilot study; from this 
point onward, these behaviors will be referred to as items of the initial instrument.  

3.4 Content Validity Panel 

Prior to sending selected items to the content validity panel, it was necessary to select an 
appropriate item format and type. We consulted expert psychometricians, as well as existing 
literature, to guide the selection of item format and style16, 21. As discussed earlier, and as shown 
in Figure 2 as rating of items by expert panel, the purpose of the content validity panel is to 
review the initial items derived from the behavior matrices. Panel members were recruited based 
on their content knowledge of engineering innovativeness. The content validity panel was 
composed of experts from both industry and academia, because the proposed final use of our 
instrument will impact both academic and corporate populations (students and professionals). 
Panel members were asked to rate their agreement with each of the behaviors on a five-point 
Likert-type scale, with choices ranging from strongly disagree to strongly agree. Panel members 
were provided with the characteristic definition of each of the constructs (derived from interview 
and Delphi results) and prompted as follows: “Given the definition of [characteristic] above, 
please rate your agreement with each of the behavioral descriptions listed below.” The panel was 
composed of 23 members, and after two weeks, the survey was closed and results were analyzed.  

For each item, the average rank and content validity ratio (CVR) were calculated. Rank revealed 
the strength of each item, while CVR revealed the degree of agreement per item. The exact 
method to calculate the Content Validity Ratio actually starts with judges evaluating the item as 
being essential, useful, or not necessary. For the purposes of our work, a rating of 4 or 5 on the 
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Likert-type scale was considered essential, 3 was considered useful, and 2 or 1 was considered 
not necessary. The CVR is then computed as follows: (n - (N/2)) / (N/2), where n is the number 
of judges rating the item as essential, and N is the total number of judges.  

The resulting CVR value is evaluated against pre-established critical values.22 Items with a CVR 
value below the critical value would be eliminated. In our case, items that did not meet the 
minimum CVR value for 20 raters, which is .4222, were eliminated. If there was a fifth/sixth 
place tie, the CVR was used to judge which item had more agreement. The top five items from 
each characteristic were chosen for the next round of pilot testing. An example of ratings and 
CVR scores for Curious, as well as rankings of the items, is shown in Table 1 below.  

Table 1: Average Ranked and CVR Score from Content Validity Panel 

 

4.0 Conclusions, Limitations, and Future Work 

The purpose of this paper was to highlight an efficient method for item construction, as well as to 
suggest a more standardized method of instrument construction. We feel that following the 
outlined method above could lead to more rigorous and robust research in the field of 
engineering education. The creation of our own instrument certainly benefited from using the 
above process; if we had used less rigorous methods, we feel two opportunities would have been 
missed. First, by incorporating the input from experts at such regular intervals, we not only 
bolstered the validity of our instrument, but we were able to develop relationships with potential 
collaborators in future research work. These relationships will be key later in the instrument 
development process, when gathering large samples from a variety of sources for the pilot study 
is necessary to evaluate the reliability and validity of our instrument. The second opportunity that 
may have been missed if another method had been used was the failure to gather validity 
evidence early in the instrument development process. Gathering validity evidence is a time 
consuming endeavor that occurs over the lifetime of the instrument.23 As such, it is necessary to 
collect validity evidence whenever possible, especially in the early years of an instrument. If we 
had not used the outlined process, the collection of validity evidence in these initial phases of 
development would have been haphazardly done or the opportunity to collect evidence might 
have been missed entirely.  

The blueprinting process for item creation creates a path and sets guidelines for instrument 
creation. By utilizing a set or standard method, the need to re-do or re-create items may be 
eliminated, and the initial item development of an instrument could become a streamlined 

Items Avg Score CVR Score Rank
Has an inquiring mind 4.7727273 0.9090909 1
Asks questions in order to get at the root of the problem 4.7272727 1 2
Actively challenges themselves to learn or know more about something 4.6363636 0.9090909 3.5
Wonders why things are done one way and not another 4.6363636 0.9090909 3.5
Asks good questions and listens to others 4.6363636 0.8181818 5
Pursues unexplored solution spaces 4.5909091 1 6
Is not afraid to ask how something works 4.5 0.9090909 7
Looks for new discoveries 4.4545455 0.7272727 8
Constantly trying things out to see what might happen 4.3181818 0.7272727 9
Enjoys taking things apart and learning how and why they work 4.3181818 0.6363636 10

Curious
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process. We feel the process outlined above will help support educational assessment through the 
use of standardized best methods for blueprint creation and content validation. 
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Appendix A: Definitions of Twenty Constructs  

Characteristic 
Name 

New Characteristic Definitions based on Round 1 Participant Comments 

Alternatives 
Seeker  

Actively searches for multiple choices or solutions or new non-obvious options to 
make something better. Looks beyond what they or others know. Looks outside of their 
own area of specialty to find solutions.  

Analytical  
 

Separates something into component parts or constituent elements. Uses 
mathematical or other modeling techniques to synthesize problems. Simplifies complex 
systems into sub-systems or elements. Attentive to accuracy and detail. Able to think 
critically. 

Associative 
Thinker  

Joins or connects together ideas or facts from different domains or experiences. 
Sees connections that help them to explore the solution space. Does systems thinking. Able 
to transpose experiences and observations across seemingly unrelated domains. 

Challenger 
 
 

Questions the current state of things. Driven to find a better way. Challenges the status 
quo and thinks of ways to improve and make better the current process or product. Is 
skeptical and reluctant to accept conventional thinking or what may appear obvious. 

Collaborator 
 
 

Actively networks with people in or supporting the project. Integrates the knowledge of 
others into a better solution than from any one individual. Incorporates ideas and strategies 
of others that may differ from their own. Brings together people with a diversity of knowledge 
and utilizes the collective knowledge to solve a complex problem. 

Communicator 
 

Explains the idea, the concept, and the opportunity by speaking, writing, gestures or 
use of pictures or diagrams. Tells a story to advocate for the idea. Makes the idea easy to 
understand to sell the idea. 

Creative Invents a new product, process or concept that has value to a community. Applies 
existing technology in a new way to solve a problem. Takes a unique approach to 
solving a problem, sharing information, connecting ideas, or exploring options. 

Curious Actively challenges themselves to learn or know more about something. Seeks or 
pursues unexplored paths. Is eager to learn and experience something. Asks good 
questions and listens to others. Is inquisitive and purpose driven. 

Developer Enables self and others by breaking down barriers and obtaining sufficient resources 
to move something ahead. Brings ideas to life and demonstrates them. Turns ideas into 
real world solutions. Focused on making "something" better in some way.  

Experimenter Performs a series of actions and carefully observes their effects in order to learn 
about something. Tries an idea out in situations to help develop the idea. Conducts tests, 
fails, learns, and retests. Fails forward fast. 

Implementer Takes an idea from development into an end product. Turns ideas into workable 
systems that last a full life cycle in implementation. Takes the idea to a usable conclusion. 
Completes something despite obstacles or barriers. Accomplishes something tangible. 

Knowledgeable Possesses information, understanding, or skill that spans a significant number of 
different subject areas. Is skilled in independent learning. Possesses knowledge that is 
both broad and deep. Is technically excellent in their field. 

 

P
age 26.1657.15



Market/ 
Business Savvy 

Possesses practical understanding or knowledge of [business or market] and able to 
use this knowledge to identify unmet needs. Sees and relates the idea to business value 
and holds an idea until the moment is right. Focuses on methods of profitably satisfying 
customer needs. 

Passionate Expresses strong emotions or beliefs about something. Is enthusiastic and energetic 
about the idea. Works on something that inspires them because it aligns with their created 
and given strengths.  

Persistent Continues to do something even though it is difficult or other people want you to 
stop. Focuses on reasonable solutions to problems in alignment with the value of solving 
them. Continues beyond the usual or expected effort. Drives a potential innovation through 
to either implementation or validation of not being feasible/viable. 

Risk Taker 

 

Doesn’t think failure is bad, but that failure provides for learning. Accepts the 
possibility of being wrong. Acts when a situation has unknowns and uncertainties. Takes 
calculated risks that balance rewards/risks. 

Self-Reliant Confident in own abilities and able to do things for yourself. Seeks other resources to 
close the gap on what they are not good at. Confident enough learner and practitioner to 
ask for help where they are weak. Personally motivated to define a problem and pursue a 
solution. 

Leader  

[new name] 

Inspires other individuals and facilitates achieving a key result or a group of aligned 
results. Builds an environment to make others effective at working together. Empowers 
others to deliver against the common goal. Envisions an end goal and influences others to 
rally together towards the goal. 

User Empathetic Understands the feelings, thoughts or experiences of another person/group. Is ethical 
and humble regarding customer or stakeholder needs. Knows what is important to the 
stakeholder audience and/or customer. Investigates the full innovation life cycle - not just the 
inception and initial implementation. 

Visionary Has ideas about what could/should happen or be done in the future based on an 
understanding of user needs. Able to see how a solution to a current problem can be fully 
implemented in the future. Sees strategic long term value of idea to end user, customer, and 
organization. 
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Appendix B: Item Behavior Matrix for Curious 
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