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Using NGOMSL for Formative Feedback Generation in a Virtual 
Learning Environment 

 
Abstract  

 
This research paper presents a feedback generation system using the Natural GOMS 

Language (NGOMSL) to describe the learner’s tasks and performance expectation in a virtual 
reality-based learning environment. The acronym GOMS stands for Goals, Operators, Methods, 
and Selection Rules, and is derived from Card, Moran, and Newell’s Human Processor Model. It 
is a representation of a series of “how-to’s” required by a system in order to accomplish the 
intended tasks. NGOMSL is a variation of GOMS that provides an easy-to-read framework that 
highlights the underlying procedural rules of the task and the assessment of learner mastery of 
the task. A robust NGOMSL model will be able to provide the essential instructions regarding 
how the learner’s perceptual, cognitive, and motor subsystems should work, and also improve 
the learner’s ability to complete the task with proficiency. 

 
In this paper we first use the domain of industrial robot programming as an example to 

discuss the difference between the Virtual Reality (VR) based learning environment and the 
traditional learning environment. Second, using a typical task in industrial robot programming as 
the point of discussion, our previous work in GOMS and its limitation are discussed. Next the 
rationale of using NGOMSL to model the procedural knowledge in a VR-based learning 
environment is presented, along with a comparison of using the NGOMSL model for the same 
task previously described using the GOMS model. The preliminary results of time duration 
measurement is presented, along with the discussion of how the proposed feedback system will 
work. This paper will conclude with a discussion of future work needed to implement the 
NGOMSL instructional models in a classroom setting.  
 
Introduction 
 

The effectiveness of using simulation-based learning strategy for procedural knowledge 
or skills has been reported by many researchers [1]–[3]. Such an approach can “replace and 
amplify real experiences” through proper guidance to “evoke or replicate substantial aspects of 
the real world” [4]. Simulated environments that can provide the high fidelity immersive 
experience, such as CAVE [5]–[7] or other forms of visualization representation  can help the 
learners create the necessary cognitive connection [3], [10] between the physical world and the 
computer-generated instance. 

 
With the technological advancement in visual computing, simulation-based learning 

through technology such as virtual reality (VR) that provides the essential immersive experience 
has become more affordable [11]. Nevertheless, a review of literature revealed only a few cases 
of VR-based STEM learning being reported [12]. Different from the game-based learning 
strategy [13], [14], learning in immersive VR environments must properly reflect the physical 
laws or spatial constraints governing our surrounding in order to imitate the real world 
experience. A typical example is the building activity in the video game Fortnite [15]. While the 
player has to collect material before actual construction can happen, the structures created were 



so simplified that they could not exist in the physical world. Video games such as Fortnite do not 
require an immersive environment, as the focus of the games is on strategy thinking instead of 
learning about engineering concepts and design processes. 
 
VR-based Learning for Industrial Robot Programming 
 

One factor that may contribute to the lack of adoption of VR-based STEM learning is the 
design of the virtual content. As indicated by Burdea and Coiffet [16], there are three aspects to 
be considered in order to create a sound VR-based environment, namely immersion, interaction, 
and imagination. The level of immersion is objective and mainly determined by the amount of 
technology incorporated.  For example, the resolution of the head-mounted display governing 
virtual objects’ visual presentation, alternative input and output functions enabling the user 
present or navigate within the virtual world, and so on. In the case of industrial robot 
programming, the VR add-on in the latest release of ABB Robotics’ RobotStudio [17] allows the 
user to program the robot path by virtually “grabbing” the end effector and moving the robot to 
the desired location, a task that is traditionally accomplished either through the physical robot 
teach pedant or specifying points in space within the desktop programming environment. 

 
The aspect of imagination can be very subjective and personal, relying heavily on the 

user’s previous experience and mental creativity to utilize the full potential of the VR system. 
During simulation-based robot program verification, for example, the desktop user must use the 
computer mouse to change the viewpoint in the three-dimensional space to evaluate the robot 
path. On the other hand, the VR add-on of RobotStudio allows the user to navigate the space by 
physically moving around the virtual robot work cell or using the controller to change the 
viewpoint in a similar manner of using the computer mouse. Without some imagination of how 
the system could work, an expert user (instead of novice users) might choose the controller 
instead of walking to the viewing position desired. 

 
The aspect of interaction is built upon human sensations such as touch and hearing. One 

example interaction is the use of haptic gloves to provide the sensation of touch in the virtual 
space. The stimuli needed to provide sensory registration for the user, and thus trigger deep 
learning, can be provided by a few key interactions in the VR environment. An inappropriate 
amount of interaction, however, can result in information shortage or overload, which might 
confuse the user. Until a suitable balance among immersion, interaction, and imagination is 
presented, the virtual content might not make sense to the user. It is essential for those who 
design the VR environments to consider the core cognitive activities needed during the learning 
of procedural knowledge or skills. 

 
While being able to provide the immersive experiences needed by the encapsulation of 

the user’s view through the head-mounted displays, modern VR technology also presents some 
challenges. Conventionally the learning of procedural knowledge is done by physically 
performing the desired tasks where the instructor is able to give formative assessment and 
provide feedback after observing the learner’s behavior. However, there is only a limited amount 
of information provided to the external observer in a two-dimensional display for most of today’s 
commercial VR environments. The instructor outside of the loop (e.g. virtual world) will only 
see either partial content within two circular areas side by side, or a square or rectangular 



window on the screen. Without knowing the learner’s focal point or seeing the learner’s facial 
expression, the instructor has little evidence to determine the learner’s cognitive status or ability 
to complete the tasks in the real environment. To address this concern, an intelligent VR-based 
learning environment that is able to determine the learner’s cognitive progress and prompt hints 
for problem solving is warranted.  
 
Modeling Cognitive Activities: An Example 
 

Chang and Devine [18] proposed to use the GOMS framework to model the user’s 
cognitive activities, including navigation, inspection, and manipulation in the VR environment. 
GOMS stands for Goals, Operators, Methods, and Selection Rules, and could be used to describe 
procedural knowledge, e.g. the how-to’s. First proposed by Card, Moran, and Newell [19], 
GOMS and its variants have been used to model the human computer interaction and assess the 
usability of various systems. Chang and Devine illustrated the use of GOMS to describe the work 
required to define the Cartesian Coordinate system for a workpiece, a typical task in industrial 
robot programming [20]. By selecting three points sequentially on the edges of a workpiece in 
the CAD-like environment (Figure 1), an X-Y-Z system corresponding to the workpiece can be 
defined so that the robot’s end effector could approach the workpiece correctly. 

 
Figure 1. Set up the coordinate system on the prismatic workpiece 

 

 
 
Figure 2. The flow chart for creating the coordinate system 
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Figure 2 illustrates the cognitive process to create a Cartesian Coordinate system on the 
prismatic workpiece. After acquiring a workpiece, the user will choose Point 1 at the corner and 
Point 2 on one edge to create the X axis. A third point, Point 3, will be allocated on an edge in 
the counter clock-wise direction in order to create the Y axis; from Point 1 to Point 3 comes the 
positive Y direction so that the positive Z axis will point upward (right hand coordinate system 
rules apply). As shown in Figure 2 there are two decision making points in this process, the 
moments when the user engage in problem solving activities, and in our experience the most 
time-consuming parts of the whole exercise. 
 
Figure 3. The GOMS model for creating the workpiece’s coordinate system [18] 
 

GOAL: CREATE-COORDINATE 
. GOAL: CHOOSE-POINT … repeat until all three points selected 
. . GOAL: ACQUIRE WORKPIECE … if workpiece exists 
. . GOAL: MOVE-CURSOR-TO-EDGE … choose edge 
. . GOAL: CHOOSE-POINT-EDGE … choose a point along one edge 
. GOAL: VERIFY-Z-DIRECTION … verify if the z axis is in the right direction 

 
The GOMS model proposed by Chang and Devine [15] for this task is shown in Figure 3, 

consisting of a hierarchical structure and loops (e.g. CHOOSE-POINT), if certain tasks had to be 
repeated until all requirements are met. The selection rules, or the decision-making process, are 
implicit in the GOMS model. Once the process is modeled, the time needed for expert users to 
execute each goal is measured. Instead of reporting the average time needed and its standard 
deviation, a GOMS model presented a sequence of “goals” required for completing the task, 
along with a range of time for each goal. Since procedural knowledge or skill is practicable, we 
can determine whether or not a specific learner is proficient if he or she can complete the goals 
within the given amount of time established by the expert users. 

 
 

Table 1. The preliminary result of time needed for the procedure to set up a Cartesian Coordinate 
system on a workpiece within a VR-based industrial robot programming environment 
 

Step Task Description 
Time 

Needed 
(seconds) 

Type of 
Cognition 
Activity 

1 Locate the object of which will be utilized as workobject 2 – 5 N 
2 Travel to a location next to the object ideal for the following tasks 5 – 15 N 
3 Determine the alignment of Cartesian Coordinate System (CCS) on the object 5 – 10 I 
4 Determine the proper alignment for creating CCS on the object 5 – 10 I 
5 Choose the first point based on step 4 2 – 5 M 
6 Choose the second point based on step 4 2 – 5 M 
7 Choose the third point based on step 4 2 – 5 M 
8 Click on the “Create” button to establish CCS based on steps 4-7 2 – 5 M 
9 Step back, reorient the view, and locate the object 5 – 10 N 

10 Determine if the desired CCS is correctly created 5 – 15 I 
Sum Total of Time 31 – 85 seconds 

 
 



Table 1 depicts the preliminary result of time measurement for expert users to execute the 
procedure to set up a Cartesian Coordinate system in ABB’s RobotStudio with the VR add-on. 
The goal of each step is described, and the amount of time needed is reported in seconds. The 
letters in the last column indicate specific types of cognitive activities that the user is performing; 
N, I, and M represents Navigation, Inspection, and Manipulation respectively [15]. As being 
used in most research to assess human task performance, the sum total of time needed for expert 
users to perform the procedure is between 31 to 85 seconds. Time needed for individual steps, 
nevertheless, are critical as they give the system a baseline to determine whether or not an 
individual may need help or formative feedback at specific steps, if he or she takes longer than 
what expert users take. 
 

The range of time needed is presented instead of average values, because an individual’s 
cognitive processing speed may vary, even for the same expert user to perform the same step at 
different times in our preliminary study. Besides, the mental status of the user (e.g. tiredness, 
level of concentration, mood, motivation, etc.) could also affect his or her cognitive performance. 
The average of time needed may change if more expert users participate in the time 
measurement, but the total number of participants will only affect the range slightly.  
 
Using NGOMSL for Feedback Generation 
 

While the GOMS modeling strategy presented by Chang and Devine seemed promising, 
its concise statement for each goal did not convey task content clearly, and therefore was not 
suitable for the purpose of providing formative feedback. Kieras [21] proposed the use of 
NGOMSL for instructional purposes. NGOMSL, abbreviation of Natural GOMS Language, is 
based on the cognitive modeling of human computer interaction by Kieras and Polson [22]. As 
pointed by John and Kieras [23], NGOMSL is suitable for many computing situations in which 
the user’s procedures are hierarchical and sequential. The explicit nature of its syntax enables 
NGOMSL to be a strong candidate for generating instructions or feedback.  

 
For the example task described in Figure 2, its NGOMSL model for the cognitive activity 

is shown in Figure 4. The procedural knowledge is explicitly described, and the decision-making 
points are clearly identified. The benefit of this modeling method is that if the learner spends 
more time in one goal (e.g. exceed the expert’s time range), the system can prompt with hints 
without external intervention. The hints can be extracted directly from the NGOMSL model, in 
the form of task description. 

 
Figure 4. The NGOMSL model for creating the workpiece’s coordinate system 
 
Method for goal: choose next point to create the coordinate system 
 Step 1. Get next unit task information from the workpiece. 
 Step 2. Decide: If all three points have been selected, then return with goal accomplished. 
 Step 3. Accomplish goal: move to the unit task location. 
 Step 4. Accomplish goal: perform the unit task. 
 Step 5. Goto 1. 
 
 



(Figure 4. The NGOMSL model - continued) 
 
Selection rule set for goal: perform the unit task 
 If the task is selecting the first point, then accomplish goal: assign corner point. 
 If the task is selecting the second or third point, then accomplish goal: assign edge point. 
 Return with goal accomplished. 
 
Method for goal: assign corner point 
 Step 1. Get location information of desired corner. 
 Step 2. Decide: If a point exists at corner, then return with goal accomplished. 
 Step 3. Accomplish goal: select point at corner. 
 Step 4. Return with goal accomplished. 
   
Method for goal: assign edge point 
 Step 1. Get location information of desired edge. 
 Step 2. Decide: If a point exist on edge, then return with goal accomplished. 

Step 3. Accomplish goal: select point on edge. 
 Step 4. Return with goal accomplished. 
 Step 5. Goto 2. 
 
Method for goal: select point at corner 
 Step 1. Locate corner. 
 Step 2. Move cursor to corner. 
 Step 3. Click mouse button. 
 Step 4. Verify correct corner is selected.  
 Step 5. Return with goal accomplished. 
 
Method for goal: select point on edge 
 Step 1. Locate edge. 
 Step 2. Move cursor to edge. 
 Step 3. Click mouse button. 
 Step 4. Verify correct edge is selected. 
 Step 5. Return with goal accomplished. 
 

Conceptualization of the Feedback System 
 

Figure 5 illustrates how the proposed NGOMSL-based feedback system can be 
implemented into ABB’s RobotStudio. There are three components in the system, namely the 
Process Tracker used to determine the user’s progress and time used, NGOMSL Parser to 
generate formative feedback based on the situation, and NGOMSL-based Procedural Knowledge 
Database. Once the user enters into the ABB RobotStudio VR environment, the information of 
the procedure to be executed will be sent to Process Tracker (e.g. the flow “0” from ABB’s 
RobotStudio toward the proposed system), which will retrieve the information of the task’s time 
duration suggested by expert users, from the Procedural Database (e.g. the flow “1”) and start 
monitoring the user’s progress. 
 
 
 
 



Figure 5. The proposed NGOMSL-based system of automatic generation of formative feedback 
 

 
 

If a specific step takes the user longer than the suggested time to complete, the Process 
Tracker will assume that the user needs help. It will send a flag of the specific step to the 
NGOMSL Parser (e.g. the flow “2”), which will retrieve the detailed information of the tasks 
from the Procedural Knowledge Database (e.g. the flow “3”) and generate corresponding 
feedback and send the feedback to the user in-the-loop (e.g. the flow “4”).  
 

For example, if the user spends more than 15 seconds for the second step in Table 1, the 
feedback provided to the user by the proposed system will be in the form of a pop-up window 
with a message, “Please move closer to the object”. Once the user acknowledges the feedback, 
the timer for step 2 will be reset to zero and the Process Tracker will keep monitoring this step 
until it is done. If the user did not move to a new position, or still spent more time to complete 
step 2, the system will assume the user is not proficient and needs help on the VR add-on’s 
interface. A new feedback will be provided to the user, stating “Use either the touch controller or 
physically walk to move to a new position.” 
 
Discussion and Future Work 
 

In this paper the authors have presented the rationale and the preliminary effort to utilize 
the NGOMSL framework for modeling the cognitive activities required to perform a task in a 
virtual world. An example in industrial robot programming was provided to highlight the 
potential of NGOMSL. The cognitive tasks for creating the coordinate system is the same for 
both the conventional desktop environment and VR-enabled environment. The difference is on 
how the user navigates in space, inspects the workpiece, and manipulates the object to complete 
the task. The VR-enabled environment, while providing the immersive experience to ease the 
user’s cognitive workload from hand-eye coordination and mental rotation [24], greatly reduces 
the amount of information available for people out of the loop such as the instructor or 
colleagues. Consequently, it is difficult for an observer to provide feedback to improve the 
learning of procedural knowledge or skills. Thus, the introduction of NGOMSL into the VR-
based environment may bridge the gap, helping the instructor assess the learner’s cognitive stage 
to form intervention strategies. Nevertheless, more work is still needed in order to incorporate 
this cognitive model into the production environment or for class usage. 

 



Future research will include evaluating procedural learning material for a variety of robot 
programming tasks so that the cognitive activities required to accomplish specific tasks can be 
identified. NGOMSL models will then be developed based for the tasks using a yet to be 
developed template.  Using special software such as Micro Saint Sharp Simulation [25] for 
scenario scripting and task monitoring will be used to ease the instructor’s load further. 

 
Additionally, the three-dimensional homing function of the VR environment needs to be 

improved. Due to the limitation of hardware and tracking algorithms used, the current VR 
controllers such as those for HTC VIVE or Oculus Rift can only estimate the point or direction 
in space. Niehorster, Li, and Lappe [26] studied the accuracy and precision of HTC VIVE’s 
position and orientation tracking and conclude that it was not yet suitable for scientific research 
due to the varying offsets existing between the virtual and physical tracking space. Our 
experience of these systems also confirmed that it was not trivial to select a virtual entity such as 
points or edges with these controllers. Additional calculation is necessary to figure out where the 
user points at, and the virtual object can then be snapped by the user through visual feedback 
such as a small circle or highlighted items when the user is at the proximity of the entity. 
Additionally, spatial references such as grids or rulers along the axes will also improve the 
system’s usability. 

 
Finally, there is a need to inform the people out of the loop where the user’s focal point is 

in the virtual world. A simple circle or cross on the external screen could help the instructor to 
determine what the user is focusing on, so that intervention can be rendered. The eye tracking 
ability embedded the recently released VIVE PRO EYE system [27] might be just the perfect 
solution for this need.  
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