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The National Center for Women and Information Technology (NCWIT) is a nonprofit 
community of more than 1,100 member organizations, working to increase girls’ 
and women’s meaningful participation in computing. Through our programs, 
campaigns, and research based resources we equip change leaders to recruit, 
retain, and advance women from K-12 and higher education through industry and 
entrepreneurial careers.
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Although NCWIT’s focus is on women, our goal is systemic change – changing the 
systems or environments to be more inclusive for a diverse range of people, not 
changing people to better fit existing systems.  
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Today I’m going to introduce you to NCWIT’s Interrupting Bias in Academic Settings 
resource. You’ll have the opportunity to practice interrupting bias yourself. But just as 
importantly, you’ll be trying out a resource that you can bring back to your own institution 
to help others become aware of, and practice, interrupting bias as well. 
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First a little background. Most of us here are probably aware that computing has a diversity 
problem…

(Degrees earned in 2016
National Center for Education Statistics  (NCES) 2017 (CIP 11)
CRA Taulbee Survey 2016)
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Women hold 57% of professional jobs overall, but only 26% of computing jobs. 

(Department of Labor Bureau of Labor Statistics, Employed Persons by Detailed 
Occupation, Sex, Race, and Hispanic or Latino Ethnicity 2017)
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Why does the lack of women in tech matter?
Innovation - Having women on teams affects productivity, innovation, problem 
solving, collective intelligence of the team (see www.ncwit.org/businesscase for 
sources)

Increasing women’s participation could increase the talent pool available to fill the 
3.5 million computing related job openings expected over the next 10 yrs
(see www.ncwit.org/resources/numbers#;
Department of Labor Bureau of Labor Statistics, Employment Projections 
(Occupational Category: 15-1100)

Increasing diversity would ensure that those creating technology more closely 
resemble the people using technology

It’s also a social equity issue because women are missing out on high-quality, well-
paying jobs. 
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What do you see? 
Now look for a cow
Most people don’t see the cow on their own, and many still don’t see it even after 
being told
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Do you see the cow now?
Most people have trouble seeing the cow because it doesn’t match their schema, or 
mental representation, of what a cow looks like
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We use schemas, or shortcuts, to help us make sense of information. Schemas are 
useful because they enable us to make quick, automatic judgements about things. 
Unfortunately, we often overlook things that don’t fit our schemas. That’s 
unconscious bias.

10



You’re probably already aware that society is biased about gender and technology.
The picture is from the Barbie book “I can be a Computer Engineer,” which was part 
of a series intended to expose girls a variety of careers.
In this book, Barbie first downplays her role in her school computer project, then 
messes up her sister’s computer, then has to take the computer to the boys to get it 
fixed. 

S. Marenco, I can be an Actress/ I can be a Computer Engineer (Barbie). 2013. Random 
House Books for Young Readers, 2013. 
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Here’s an example of why unconscious bias matters. Professors in biology, 
chemistry, and physics at 6 major universities were sent an application for a 
laboratory manager position. All professors (127) received the same one-page 
summary. Half the time the applicant’s name was John and the other half Jennifer. 
On a scale of 1 to 7, professors gave John an average score of 4 for competence and 
Jennifer 3.3. They would be more likely to hire John, and they would offer him more 
money. 

The bias had no relation to the professors’ age, sex, teaching field or tenure status. 
(so simply being a women doesn’t mean you’re not gender-biased)
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This study analyzed 300 actual letters of recommendation for clinical faculty 
positions at a medical school (positions where research is valued)
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It’s obvious from the previous two examples that unconscious bias can have major 
implications for who gets into a particular job or career. But unconscious bias also 
results in micro-inequities or micro-aggressions– small slights and jabs that erode 
belonging and confidence and contribute to an unwelcoming environment for 
women. 

Often these are unintentional and not meant to cause harm. 

Other examples: Assigning tasks based on gender roles – women to take notes or 
take care of the food
Expecting someone to represent their group – “tell us what women think of this,” 
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It’s important to avoid the temptation to try to “fix” one group, or blame another 
group, because the real problem is the societal biases that we all share. 
We need to take action to change systems – for example, implementing practices 
and policies that minimize bias in areas like hiring, performance reviews, and 
promotions, that promote inclusive departmental or workplace cultures, and that 
treat issues like work-life integration as people issues, not women’s issues.
However, there is also value in recognizing and addressing instances of biases we 
observe in our everyday interactions. 
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Interrupting bias can be challenging, but it’s easier if you’ve practiced. 
“Interrupting Bias in Academic Settings” is a set of scenarios geared towards a college or 
university setting, that you can work through on your own or in a group. You to modify the 
scenarios to better fit your own situation, or, to create your own scenarios. 
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The Interrupting Bias resource includes a page of questions and considerations for 
participants. 

Should you intervene? Ask yourself:
• Is it bias?
• Should I say something now? Later? Not at all?
• How does my position, my status, or my own gender, racial, or other identity affect my 

options? 

What could you say? Be sure to avoid accusations. Some options include:
• Ask a question – “what do you mean by that?”
• Arouse dissonance “That’s not something I’d expect you to say, you’ve always been very 

supportive of women in computing”
• “Pivot” – make the person aware of their mistake without directly confronting it 
• Use humor (maybe… but be cautious)
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Why not help your students, or colleagues, become bias interrupters as well?

These supporting resources are described in your handout but you’ll need to go to NCWIT’s 
website to get the actual links
Resources include:
Tips for facilitating your own discussion 
Suggested advance readings for participants
A video and a slide deck that can be used to provide an introduction to unconscious bias. 
You could use one, or both to set the stage for doing the activity. 
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Related resources:
The scenarios in the version of “Interrupting Bias” we’ll look at today focus on academic 
settings. NCWIT’s “Interrupting Bias in Industry Settings” contains scenarios you might find 
in a corporate workplace. Remember that with either version, we encourage you to create 
your own scenarios as well. 

NCWIT’s “Critical Listening Guide” explains what is wrong with some of the statements you 
may hear about women or underrepresented groups in computing

CSTeachingTips.org - Colleen Lewis at Harvey Mudd has developed a scenario-based game 
focused on inclusive teaching – you can download scenario cards (which include suggested 
responses) here http://csteachingtips.org/tip-sheets
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In groups of 3-5, pick a scenario 
In about 10 minutes, we’ll come back together and discuss with the larger group. 

(Creative Commons Image: Mike Lietz)
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