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Virtual Media for Enhancing Student Learning  
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Abstract 
Workforce development is the most critical factor to maintain a sustainable manufacturing industry 
in the US. Despite the current efforts being made, job openings in the manufacturing sector exceed 
applicants, primarily due to a skills gap, resulting in part from the introduction of new advanced 
technologies and automation. Such technologies may not be immediately included in the 
manufacturing curriculums in higher education, especially in engineering programs with limited 
resources and access to capital manufacturing equipment. Virtual Reality (VR) technology offers 
immersive, interactive, and engaging experiences; and 360-degree media based on real-world 
recordings can offer a grounded and accurate representation of the world. Through collaborating 
with manufacturing centers in academia and/or industry, customized 360-degree media on 
advanced manufacturing technologies can be filmed and then displayed remotely in a virtual 
environment via VR headsets. This would bridge the skills gap in today’s manufacturing education 
by facilitating open access to these advanced technologies, obviating the need for duplicate capital 
equipment, and enabling university curricula to keep pace with the industry. In this paper, ongoing 
work regarding a VR production workflow is presented by applying 360-degree filming to 
reproduce the scenes of real-world additive manufacturing equipment and adding interactive 
information to the virtual environment. In this pilot study, 360-degree videos and images of a 
consumer-grade 3D printer were filmed in the laboratory. Then these 360-degree media were 
edited in a web browser-based online platform, for creating interactive VR storytelling through 
multiple 360-degree scenes featuring embedded interactive hotspots. This further enabled a 
cohesive and interactive VR tutorial for enhancing students’ learning in 3D printer operation and 
additive manufacturing technology. Plans for VR content production and student assessment were 
also reviewed and discussed. 
 
1. Introduction 
The manufacturing industry has been one of the major drivers of sustained economic growth in 
the US [1, 2, 3]. Despite the current efforts in workforce development, the number of openings of 
jobs in the manufacturing sector exceeds applicants looking for work due to the skills gap (i.e., 
skills mismatch) [4]. Based on Deloitte’s report, the primary reason for the skills gap is the 
introduction of new advanced technologies and automation to the manufacturing sector [5]. Such 
technologies may not be immediately included in the manufacturing curriculums in higher 
education, especially for the engineering programs that have limited sources to access capital 
manufacturing equipment. A secondary reason for the skills gap is the negative perception of the 
manufacturing industry by students and their social networks. This is due to the lack of exposure 
to opportunities in manufacturing technologies and/or potential employers in the industry. A study 
performed by the Manufacturing Institute [6] reported that 63% of students select their career 
pathways based on their interests and experience rather than resources like their parents (32%), 
other family members (10%), teachers (8%), and friends (5%). Therefore, investigating new 
instructional technologies to facilitate early exposure and enhance the students’ learning 
experience in manufacturing is a vital need. 



Virtual Reality (VR) technology has been proven to be effective in promoting engaged learning 
compared to traditional media such as textbooks or videos [7, 8, 9] by offering users immersive, 
interactive, and engaging experiences [10]. For example, the integration of VR into a discussion 
of moon exploration with 4th-grade students resulted in enhanced vividness and interactivity during 
the student learning procedure [11]. This allowed students to associate virtual experiences as direct 
experiences, which facilitates motived exploration of a subject matter compared to passive learning 
modalities. Crosier et al. [12] noted that VR provided students with a safe environment such that 
students can adopt trial and error learning strategies without negative implications. These findings 
make VR an ideal candidate for enhancing the student learning experience in engineering 
education [13]. 
 
In this paper, our work in developing a VR production workflow is presented by (1) filming 360-
degree media of additive manufacturing equipment; (2) reproducing that real-world environment 
in VR; and (3) adding interactive information to the virtual environment. In this pilot study, a 
consumer-grade 3D printer was selected as the testbed to film 360-degree videos and images about 
the equipment operation. Then these 360-degree media were edited in VIAR360 [14], a web 
browser-based platform for creating interactive VR storytelling through multiple scenes featuring 
embedded interactive hotspots. To this end, multiple hotspots were created for adding text boxes, 
2D images galleries, and questionnaires to the virtual environment, enabling a cohesive and 
interactive VR tutorial for enhancing student learning in 3D printer operation and additive 
manufacturing technology. Lastly, plans for VR content production and student assessment were 
reviewed and discussed. 
 
2. Literature Review 
2.1 Augmented and Virtual Realities 
Augmented Reality (AR) refers to integrating an actual scene occurring in the real world with 
computer-generated digital content [15]. Such content, also known as the AR layer, could be sound, 
video, graphics, or animation depending on the education needs. A simple example is to visit a 
museum and participate in a self-guided audio accompaniment tour. Visitors tour the actual 
physical environment while a pre-recorded commentary on the exhibits is played. AR can offer a 
creative and innovative way for audiences to interact within an augmented environment [16]. In 
the field of education, Liarokapis et al. [17] developed an AR-based course on mechanical gears 
in mechanical engineering. Chen et al. [18] applied AR in engineering graphics to better illustrate 
the relationship between 3D geometry and 2D projection. The authors concluded that such an AR-
based approach can help students in solving complex spatial problems. Turkan et al. [19] and 
Radkowski et al. [20] investigated a mobile AR device in a context of an engineering mechanics 
course. Such a device can visualize the behavior of civil or mechanical structures under external 
loading conditions. Furthermore, the authors studied the different instruction modes when 
introducing the AR device to the class and found some students preferred the exploration mode 
with little guidance on the AR features. Since AR is the superposition of digital information on the 
physical environment, interactivity among real and virtual objects in real-time is required [21]. 
 
In contrast to AR, VR can let users immerse themselves in a purely artificial and simulated 
environment [22], which is a transitional interface between classroom learning and real-world 
learning [23]. Based on the level of interaction between the audience and the virtual environment, 
Vergara et al. [24] classified VR applications into three categories: passive, exploratory, and 



interactive levels. Briefly, the passive level refers to a predefined virtual environment from which 
users can only see and/or hear the scenes [25]. More user interactions can be achieved at the 
exploratory level, where users can navigate around the virtual environment to decide what to view. 
Some of the VR applications at this level can include virtual tours of historic buildings [26] and 
museums [27]. Lastly, the interactive level equips the users with more flexibility to explore, control, 
and modify the virtual environment [31]. When applied to manufacturing training protocols, VR-
based trained participants committed fewer errors and took less time to complete tasks compared 
to traditionally-trained workers. VR provides the quintessential learn by doing platform [28]. VR 
technology has reached the level where it can be applied across the educational landscape to 
enhance the student learning experience and engage students who do not respond to traditional 
teaching methods. 

 
2.2 Virtual Content Production 
The quality of VR content is critical for simulating the immersive feeling that makes VR an 
effective active learning tool. In general, the virtual content can be categorized as an entirely 
imaginary universe or a reproduction of the real world [29, 30]. Virtual content made as part of an 
imaginary universe can be found in many VR applications such as the gaming industry, 
engineering education [31, 32, 33], safety training [34, 35], engineering inspection [36], and the 
upcoming Industry 4.0 or “digital twin” trends [37, 38]. However, imaginary virtual content 
usually requires extensive efforts in modeling, rendering, and testing; and if the virtual content is 
not well established, the negative consequences cannot be underestimated. For example, several 
studies [39, 40, 41] reported that when learners found the virtual environments to be inauthentic, 
their learning experiences were negatively affected. Schofield [42] further pointed out a few 
critical issues in creating an imaginary universe including viewpoint selection, camera movement, 
the realism of the virtual environment, media mode, audio rendering, lighting condition, and 
display resolution. Although many of these issues now can be addressed by applying advanced 
graphic engines such as Unity [43] and Blender [44], producing imaginary virtual content would 
be costly in equipping graphics capabilities and labor-intensive for achieving a realistic immersive 
experience [45].  
 
On the other hand, using real-world authentic videos and/or images for creating the virtual 
environment can overcome many issues noted above. Authentic content ensures that the virtual 
environment looks and feels grounded in an accurate representation of the real world. The accuracy 
of the virtual environment’s measurements (dimensions, colors, textures, etc.) in instances where 
real-world environments are replicated is crucial as it provides the foundation for authenticity [42]. 
From the technical perspective, authentic virtual content can be directly captured through filming 
using an omnidirectional camera (i.e., 360-degree camera). Based on the recorded 360-degree 
media, editing work can be further performed to cut or combine 360-degree images or video 
footage from different scenes, add guidance information to the virtual environment, and create 
interactions (e.g., hotspots) in the scene. The edited virtual content then can be displayed through 
a VR headset to create an immersive experience for users. 

 
With the rapid development of 360-degree cameras in recent years, virtual content made by 
reproductions of the real world can be found in a variety of VR applications. For example, Arents 
et al. [46] applied 360-degree camera recording to create a VR video in an internship curriculum 
for training medical students. The authors concluded that such an approach offers a potential 



alternative to preparing students for their first operating room experiences. Ardisara et al. [47] 
filmed 360-degree VR videos for chemical lab sections and argued that such a method can capture 
detailed lab activities with a panoramic field of view. Ferdig and Kosko [48] deployed a similar 
VR prototype using a 360-degree camera for students in an elementary school. Results showed 
increased attention from participants in the mathematics learning experiences. Napolitano et al. 
[26] deployed a 360-degree camera to collect field images of historic campus buildings at 
Princeton University, based on which a virtual tour was created. Argyriou et al. [49] adopted a 
similar workflow to establish a VR-based cultural heritage tour at the historical center of the City 
of Rethymno in Crete, Greece.  
 
2.3 Virtual Reality in Manufacturing Education 
Many efforts have been performed in VR-based manufacturing education. Hashemipour et al. [50] 
developed a Virtual Learning System (VLS), an interactive teaching package that can be used by 
people with little computer knowledge. The system then was validated through instructions in 
mechanical and manufacturing engineering courses. Stratos et al. [51] proposed a novel VR-based 
learning framework for attracting students in secondary education to manufacturing. Through a 
virtual environment, students can assemble a series of critical components of a vehicle. Rogers et 
al. [52] reported findings in assessing students’ learning in operating a computerized numerical 
control (CNC) milling machine in a virtual, game-like environment. The virtual environment was 
developed based on two new engines including the Integrated Virtual Environment for Synthesis 
and Simulation (IVRESS) and the Learning Environment Agent (LEA). Lopez and Tucker [53] 
investigated a novel VR-based approach to link course knowledge and student learning experience. 
The authors assessed the outcome of this new approach in industrial engineering education in a 
context of a power-drill robotic system. For a comprehensive overview of recent advances in VR-
based manufacturing education, the reader is referred to [54, 55]. 
 
Despite the successes of previous investigations in VR-based manufacturing education, a 
commonality is that the virtual environment (platform) in these studies is based on an imaginary 
universe created by gaming engines. As discussed in Section 2.2 above, developing and 
maintaining such virtual platforms can be costly and labor-intensive. If not well-created, users’ 
learning experience could be negatively affected due to the inauthenticity of the virtual 
environment. To the best knowledge of the authors, no literature developing interactive, virtual 
media for manufacturing education using 360-degree real-world authentic videos and/or images 
was found. 
 
2.4 Embodied Cognition in VR-Based Engineering Education 
There is strong evidence from the neuroscience and educational psychology literature to expect 
that an interactive VR experience with simulated manufacturing equipment can translate into a 
useful skill for operating the actual equipment in person. First, there is physical evidence from 
functional brain imaging [56, 57, 58, 59, 60] for the theory of embodied cognition [61], the view, 
among other tenets, that spatial cognition: (1) is situated, happening with continuous sensory input 
from task context and in an imaginary 3D mental environment of planning for and anticipating the 
results of action, (2) is off-loaded to the environment, in that we outsource elements of cognition 
to real objects we manipulate with our bodies (like when using an abacus) or to imagined objects 
recruiting the same sensory-motor brain regions (when imagining using an abacus), and (3) is 
body-based, even when reasoning “off-line”, away from the original sensory-motor context of the 



task. In short, whether mentally planning a task, performing a simulated version of a task, or 
physically performing the actual task, these are all neurologically highly similar.  
 
Recently, the field of embodied learning has shown great promise to emerge with virtual and mixed 
realities technologies [62]. In [63], researchers asserted that VR and similar technologies had 
strong potential for transforming education, provided the learning task design ensures: (1) sensory-
motor activation of processes that underlie the target concept, (2) congruency between the gestures 
the user must perform and the content to be learned, (3) perception of immersion in the relevant 
context, (4) the augmentation of reality that is uniquely beneficial, (5) allowing students to 
experience or link unobservable phenomena, especially in the superficial information in the real 
context, enable multiple rapid experiments, or provide rapid, adaptive feedback, and (6) 
appropriate assessment of outcomes attainment, since positive effects of learners’ understanding 
may not be detectable on traditional pencil-and-paper pre/post-test assessments, for the same 
reasons that pencil-and-paper instruction did not teach the concepts as well as embodied learning 
in the first place. The importance of these considerations was recently demonstrated by Makransky 
et al. [64], who found that an immersive VR science lab decreased learning gains, likely because 
the interface overloaded and distracted learners. However, in a study of a similar subject-matter 
area (electromagnetic fields and forces; and atomic orbitals) Johnson-Glenberg showed that careful 
consideration of the above design principles can positively affect education through an increased 
sense of presence and embodied affordances, unique opportunities to achieve learning outcomes, 
added by the use of gesture and manipulation in the 3rd dimension [65]. 
 
3. Methodology 
 

 
Figure 1. Flowchart for VR story production that includes (a) digital media collection; (b) VR story 
production in VIAR360; and (c) user experience. 

 
The flowchart for the VR story production of this study is illustrated in Figure 1. Briefly, digital 
media is first collected in situ to serve as the raw materials for virtual content creation. Depending 
on the demand, the digital media could be 360-degree images and videos, traditional 2D images 



and videos, sounds, 3D objects, or others. Next, such media is uploaded to VIAR360, a web 
browser-based online VR editing platform, for virtual content production. To this end, several 
virtual 360-degree scenes are created using 360-degree images or videos. For each scene, hotspots 
are further added to enable interactive features in the virtual environment. For example, these 
hotspots reveal interactive texts in the scene once the user clicks the hotspot using the VR 
controller; spatial sounds that can be played in predefined directions; questionnaires that ask the 
user to complete; 2D images or video clips that can be displayed in a predefined location; or 3D 
artificial objects/models that are relevant to the content of the scene. Thereafter, transition hotspots 
are created in each virtual scene such that all individual scenes can be linked together as an organic 
virtual story to be played in a VR headset. This allows the user to fully control what and when the 
content he/she like to see in a self-explanatory and directly evident virtual world [66]. 
 
To demonstrate how the interactive content is created in VIAR360, a sample virtual scene that is 
edited by VIAR360 through its web browser-based editing platform is shown in Figure 2. The 
virtual environment of this scene is about an engineering lab and is filmed by a 360-degree camera. 
Some (interactive) features have been added to the virtual environment by creating different types 
of hotspots. First, a text message on the top of the scene offers instructions/guidance to the user. 
Then, three transition hotspots are created in the mid-height of the scene to direct the user to 
additional virtual scenes (not shown in this figure) depending on the user’s choice via his/her VR 
controller. Next, a 3D object of a Chanticleer campus statue is placed close to the user’s viewing 
point at the floor level. The 3D object is a virtual digital model that is created and rendered through 
a photogrammetry workflow. Adding this object shows the potential to blend real-world 
observation with artificial experience. Lastly, a start-point-of-view (POV) is added in the scene 
which defines the first viewing angle once the user approaches the scene. 
 

 
Figure 2. A sample virtual scene loaded in VIAR360 with some (interactive) virtual content added to 
the scene and other available (interactive) content options listed in the manual on the left. 

 



In addition to the virtual content discussed above, the manual on the left in Figure 2 lists all the 
available hotspots that can be added to the scene. For example, a gallery hotspot enables an image 
gallery in the virtual environment (will discuss more in Section 4.2); a question hotspot can be 
added to the scene, allowing users to answer a questionnaire to assess their learning experience; 
spatial audio (e.g., sounds of machine operation) can be placed at a predefined direction in the 
scene through the audio hotspot. The functionalities of available hotspots in VIAR360 are also 
listed in Table 1. 
 
Table 1. Available hotspots in VIAR360 
Name Explanations 
Start POV Define the first viewing angle once the user goes to the scene 
Transition hotspot Direct the user to the next scene 
Exit hotspot Exit the current virtual scene 
Info hotspot Add text message to the scene 
HTML hotspot Embed an HTML code to the scene 
Video hotspot Add a 2D video clip to the scene 
Gallery hotspot Add a 2D image gallery to the scene 
Audio hotspot Add a spatial audio effect to the scene 
Hyperlink hotspot Add a hyperlink to the scene 
Question hotspot Post a questionnaire to the scene 

 
4. Preliminary Results and Discussions 
To demonstrate the potential of the proposed method in enhancing additive manufacturing 
education, a 3D printer (Ultimaker S5) in the machine shop of the engineering science program at 
Coastal Carolina University was selected as the testbed for this study. An interactive virtual story 
was created through the proposed methodology that includes two virtual scenes, defined as Scenes 
1 and 2. Scene 1 was made based on a 360-degree image to show the 3D printer in the machine 
shop; while Scene 2 was a 360-degree video clip that illustrates the manufacturing process of an 
object under printing. The rest of this Section is organized as follows: Section 4.1 explains the 
strategy of media collection for virtual scene creation; Section 4.2 shows the results of edited 
virtual content; Section 4.3 further discusses the preliminary results. 
 
4.1 Digital Media Collection 
A 360-degree camera (GoPro MAX, www.gopro.com) was adopted for the filming of the 360-
degree footage. The test configurations for collecting 360-degree media for both virtual scenes of 
this study are illustrated in Figure 3. To create Scene 1, the 360-degree camera was mounted on a 
tripod in front of the 3D printer in Scene 1 (Figure 3a). As the camera location mimics the user’s 
point of view in the virtual environment, this camera position allows the user to have an ideal 
viewing angle to see the front side of the 3D printer while still observing the rest of the environment 
of the machine shop. A 360-degree image (5,760 pixels by 2,880 pixels) was collected. In Figure 
3b, the camera was placed inside the printer container to obtain a better camera position for filming 
the nozzle, heat element, and object during the printing process. A 360-degree video clip (16 
seconds; 4096 pixels by 2048 pixels) was collected for creating Scene 2. Notice that the printer’s 
build platform raised and approached the camera position during the video collection, which was 
not shown in Figure 3b.  
 



 
Figure 3. Configurations for collecting virtual media for (a) Scene 1 and (b) Scene 2. 

 
4.2 Virtual Content Production 
The edited virtual content of Scene 1 is shown in Figure 4, where Figure 4a through 4e are 
snapshots taken from different viewing angles of this virtual environment. Once the user enters 
the scene, the starting point of view is predefined as shown in Figure 4a. This allows the user to 
pay initial attention to the 3D printer. If the user further looks right and turns around a full 360-
degree cycle, then the user can see other views of the machine shop as indicated in Figure 4b to 
4e, accordingly. To offer instructions to the user, a text message is shown on the top of the printer. 
In front of the printer, a transition hotspot is created. Upon clicking the hotspot using a VR 
controller, a user can be directed to Scene 2 to obtain an immersive experience of 3D printing. 
 

 
Figure 4. Virtual content of Scene 1 where (a) to (e) are snapshots taken from the 360-degree virtual 
scene under different viewing angles. 

 
The virtual content of Scene 2 under different viewing angles is shown in Figure 5. A user can 
start his/her view in Figure 5a and turn his/her head to the right to see the views shown in Figure 
5b and c. Regardless of view selections, the bottom of the user’s views is occupied by the printer’s 
built platform. As discussed in Section 4.1, the camera was placed close to the printer’s head during 



the 360-degree video collection. This further allows the user to closely observe the printing process 
by virtually positioning the user’s view inside the printer. The user can also see the movement of 
the printer nozzle and hear the sound generated by the printer in this scene.  
 
Some interactive content is added to Scene 2 as follows. In Figure 5a, a transition hotspot is created 
that can direct the user back to the machine shop (Scene 1). In Figure 5b,  some notations are added 
in the virtual scene to label the object under printing as well as the build platform of the printer 
(see yellow texts). In Figure 5c, an image gallery is created in the virtual environment that contains 
four 3D views of the object under printing from different angles. The user can navigate different 
images in the gallery through his/her VR controller to learn more about the object. 
 

 
Figure 5. Virtual content of Scene 2 where (a) to (c) are snapshots taken from the 360-degree virtual 
scene under different viewing angles. 

 
4.3 Discussions 
Through the virtual content production in Section 4.2, a VR story can be produced and further be 
displayed in a virtual environment. In this study, the Oculus Quest 2 [67] was adopted as the VR 
headset for viewing virtual content. To this end, the developer mode was enabled in Oculus Quest 
2 and then the VIAR360 app was installed. Next, a user can view the VR story after logging in to 
the VIAR360 app. 
 
Because the scenes in the VR story of this study are created based on real-world authentic 360-
degree videos and/or images, the user can obtain an authentic experience to explore knowledge in 
additive manufacturing. For instance, in Scene 2 the user can gain direct knowledge about the 
printing procedure by seeing the movement of the nozzle and hearing printing sound from the 
machine. These VR technologies that are based on the imaginary universe would need significant 
efforts in creating the scene of the machine shop and printer, simulating nozzle motion, rendering 
the sound of the machine, and other aspects to ensure the virtual environment is as realistic as our 
approach. 



5. Future Work 
5.1 Virtual Content Production 
For virtual content production, future work will focus on two perspectives. First, to improve the 
VR story in this study, extra scenes will be added to the existing virtual content. Such scenes 
include a tutorial on the 3D printing software, a scene on the overview of additive manufacturing, 
and/or a scene to walk through key components of the printer. Once complete, these extra scenes 
will be linked to the existing VR story through transition hotspots. Also, an instructor will 
participate in the filming of some of these scenes to enhance the user learning experience. 
 
Second, the proposed methodology will be scaled up to create a VR story of advanced 
manufacturing equipment. The attractiveness of this development and technology becomes 
apparent when applied to capital equipment that is not easily accessible by educational institutions. 
This includes dedicated or niche manufacturing equipment, such as automated or advanced 
(composite) manufacturing tools. Examples of suitable applications include operation, 
maintenance, and training concerning Automated Fiber Placement, Industrial robotics, and 
Automation Cells. Additional applications include applications where safety during training may 
be a concern, such as equipment or procedures involving high voltage, current, temperature, force, 
or other health-impacting conditions. The VR equipment can be used to prevent workplace injuries 
during training, perform mock-up procedures before shutting down the production equipment, or 
otherwise remove operational and safety risks from the training environment. 
 
5.2 Assessment 
While numerous researchers have evaluated individual aspects of using VR, e.g., the use of 
navigational aids [68], movement [69], and the positioning of multimedia [70], few, if any, have 
evaluated students’ perspectives of learning engineering in VR from multiple evaluative domains, 
or the impact of learning engineering in VR on students’ engineering motivation and career 
pathway selections. This gap in the research presents an opportunity for future investigation. With 
assessment data being collected in the future, continuous improvements to the proposed VR 
production workflow can be made. 
 
Insights into students’ perspectives about learning engineering in a virtual environment will be 
guided by quantitative and qualitative measures. Quantitative user testing data will be gathered 
from a combination of two comprehensive peer-reviewed instruments Lee and Cherner’s [70] 
rubric for assessing instructional apps, and Fegely and Cherner’s [71] addendum rubric for 
evaluating educational VR. User testing data will both guide the systematic improvement of the 
VR story, and provide data with which to evaluate students’ VR experiences. Users will rate the 
VR story experience based on criterion-referenced indicator statements from 1 to 5, focused on six 
evaluative domains from the Lee and Cherner [72] and Fegely and Cherner [71] instruments: (1) 
Instruction, (2) Design, (3) Engagement, (4) Positioning of the EduVR, (5) Virtual Environment, 
and (6) Virtual Experience. The Fegely and Cherner [71] evaluative domain of Avatar Level will 
not be analyzed due to this VR story’s development from the first-person perspective. Descriptive 
statistics will be produced, and inferential statistical tests will be utilized on the quantitative data. 
These data analyses will aid the researchers as they ascertain trends in consensus within the user 
testing ratings based on users’ backgrounds. Qualitative data will be gathered on students’ 
perspectives about learning engineering in a virtual environment through an open-ended survey 
about their experiences. These qualitative data will provide insights into the quantitative data. 



Inductive analysis and open coding will be used to derive themes related to the students’ VR 
experiences that will potentially help explain the changes in the quantitative data. 
 
Furthermore, insights into how and to what extent the VR story experience impacts students’ 
engineering motivation and career pathway selections will be gathered. Students’ quantitative 
engineering motivation data will be gathered with a questionnaire adapted from the valid and 
reliable Science Motivation Questionnaire II (SMQ-II) developed by Glynn et al. [73] due to its 
excellent overall reliability (α = 0.91) and criterion-related validity. Pre-post- Likert-type 
questionnaires will be used to collect data before and after students participate in the VR story 
experience. The pre- and post-questionnaire will assess students’ intrinsic motivation, career 
motivation, self-determination, self-efficacy, and grade motivation related to engineering before 
and after completing their VR story experience. Descriptive statistics and inferential statistical 
tests will be used to gauge the impact of the VR story by analyzing the differences between the 
pre- and post- questionnaire ratings for each subscale in addition to the total measurements. In 
addition, semi-structured interviews will be used to gather qualitative data on students’ engineering 
motivation. The quantitative findings from the engineering motivation questionnaire will be 
interpreted and then these results will be compared with the qualitative themes from the semi-
structured interviews. In this way, the qualitative data will be used to emphasize and detail the 
quantitative findings, providing an additional explanation of what the quantitative results implied 
[74]. 
 
6. Conclusions 
In this study, an ongoing effort in investigating a novel VR production workflow is presented to 
bridge the skills gap in today’s manufacturing education. A methodology for creating interactive, 
immersive, 360-degree virtual media was proposed for enhancing student learning in additive 
manufacturing. To this end, 360-degree videos and images were filmed in situ to reproduce the 
scenes of real-world additive manufacturing equipment, and interactive information was then 
added to the virtual environment using a web browser-based online platform. To validate our 
proposed method, a consumer-grade 3D printer was selected as the testbed. Preliminary results 
showed the established VR story enabled an immersive and authentic experience that allowed the 
user to interact with the virtual content in the scenes, showing great potential to enhance student 
learning in manufacturing education. Future work will focus on adding additional virtual content 
to this VR story, scaling up the VR production workflow for large-scale advanced manufacturing 
equipment, creating demonstrations for assisting safety training, and performing assessments to 
evaluate user experience. The investigation of such a VR production methodology is highly 
impactful, as the technology also shows great promise in developing virtual content for other 
manufacturing-related training materials. 
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